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Abstract—Performance monitoring of data centers provides vital information for dynamic resource provisioning, fault diagnosis, and capacity planning decisions. However, the very act of monitoring a system interferes with its performance, and if the information is transmitted to a monitoring station for analysis and logging, this consumes network bandwidth and disk space. This paper proposes a low-cost monitoring solution using compressive sampling—a technique that allows certain classes of signals to be recovered from the original measurements using far fewer samples than traditional approaches—and evaluates its ability to measure typical signals generated in a data-center setting using a testbed comprising the Trade6 enterprise application. The results open up the possibility of using low-cost compressive sampling techniques to detect performance bottlenecks and anomalies that manifest themselves as abrupt changes exceeding operator-defined threshold values in the underlying signals.

Index Terms—Performance management, online monitoring, compressive sampling;

I. INTRODUCTION

Online performance monitoring of both the IT infrastructure as well as the physical facility is vital to ensuring the effective and efficient operation of data centers [1]. Examples of monitoring solutions include the Tivoli Monitoring software from IBM for the IT infrastructure [2] and the Data Center Environmental Edge from HP that monitors temperature, humidity, and state of the power network within the data center. The monitored information drives real-time performance management decisions such as dynamic provisioning of IT resources to match the incoming workload, detection and mitigation of performance-related bottlenecks or faults, and fault diagnosis. The information also drives decisions of a longer-term nature: intelligent capacity planning that identifies resources that are over-utilized (under-utilized) and aims to improve overall facility utilization by adding (removing) appropriate resources.

We consider a server cluster wherein software-based sensors embedded within the IT infrastructure measure various performance-related parameters associated with the cluster—high-level metrics such as response time and throughput as well as low-level metrics such as processor utilization, I/O activity (disk reads and writes), and network activity (packets sent and received). The information collected by the sensors is transmitted over a network to a monitoring station for data analysis and visualization. Online monitoring, however, incurs a variety of costs. First, the very act of monitoring an application interferes with its performance; if sensing-related code is merged with the application code, this change may interfere with the timing characteristics of the application or if sensors execute as separate processes, they contend for CPU resources along with the original application. Transmitting the monitored data over a network consumes bandwidth. Finally, logging the data for future use (such as analysis aimed at capacity planning) consumes disk space. So, when monitoring a large-scale computing system it is desirable to minimize the above-described costs, the focus of this paper.

Traditional methods of sampling signals use Shannon’s theorem: the sampling rate must be at least twice the signal bandwidth to capture all the information content present in the signal. The theory of compressive sampling—a recent development in signal processing—states, however, that we can recover a certain class of signals from the original measurements using far fewer samples than techniques that use Shannon’s theorem [3]. Compressive sampling contends that many natural signals are sparse—they have concise representations when expressed in the proper basis. This property is used to capture the useful information content embedded in the signal and condense it into a small amount of data. In other words, one can acquire these signals from the underlying system directly in a compressed form. From a viewpoint of reducing the costs associated with online monitoring, compressive sampling allows for a very simple sensing strategy: rather than tailoring the sensing scheme to the specific signal being measured, a signal-independent strategy such as randomized sampling can be used, significantly reducing the intrusion of monitoring on application performance. Also, since signals are acquired directly in compressed form, the network bandwidth required to transmit these few samples to the monitoring station is reduced and so is the hard-disk space required to store them. When operators wish to analyze the original signal, there is a way to use numerical optimization to reconstruct the full-length signal from the sample set.

This paper investigates the feasibility of using compressive sampling to measure signals typically generated in an enterprise-level data center and compares data sampling, encoding, and recovery strategies. We use IBM’s Trade6 benchmark, a stock-trading service which allows users to browse, buy, and sell stocks, as our testbed and subject it to a self-similar workload while measuring these signals: response time,
CPU utilization, and disk I/O activity in terms of sectors read and written. The measurements are acquired directly in compressed form by encoding the data in an appropriate representation basis. For our experiments, we choose four representation bases—the Fourier basis, and the Haar, Daubechies-2, and Daubechies-4 wavelet bases—to determine the sparsity or conciseness of the data when encoded in each of the basis functions. At the monitoring station, the process of recovering the original signal from these samples is posed as a linear programming problem and solved as such.

When the data-center operator is interested in detecting performance-related bottlenecks or anomalies that manifest themselves as spikes or abrupt changes in the signal exceeding some nominal threshold value, then the signal reconstructed via compressive sampling must preserve the spikes observed in the original trace. This performance is quantified by the receiver operating characteristic (ROC) curve and in this regard compressive sampling performs quite well for all signals considered in this paper. By selecting the threshold value appropriately, a hit rate of 90% can be achieved with a false alarm rate of only 5%. The results reported in the paper open up the possibility of using compressive sampling as a low-cost online monitoring tool in data centers, especially for anomaly detection and long-term capacity planning.

II. Experimental Setup

Fig. 1 shows the computing system used in our experiments, comprising three servers networked via a gigabit switch. Virtualization of this system is enabled by VMWare’s ESX Server 3.5 running a Linux RedHat kernel. The system hosts IBM’s Trade6 stock-trading benchmark in which users can perform dynamic content retrieval as well as transaction commitments, requiring database reads and writes, respectively. The application logic for Trade6 resides within the IBM WebSphere Application Server, which in turn is hosted by the virtual machine on the server Demeter within the application tier. The database component is DB2 which is hosted on the server Ares running SUSE Enterprise Linux. The database maintains 10,000 user accounts and information for 20,000 stocks.

We use Httperf, an open-loop workload generator, to send browse/buy/sell requests to the Trade6 application [4]. The workload follows a self-similar distribution with an arrival rate of 100 requests per second with a 50/50 mix of buy to browse transactions [5]. Every 100 milliseconds, we measure the average end-to-end response time incurred by the requests (response_time). At the database tier, we collect the number of disk sectors read from (read_activity). A sample set of work-load and parameters/signals collected during an experimental run of the system is shown in Fig. 2.

III. Compressive Sampling of System Parameters

This section describes how to acquire the signals of interest from the testbed directly in a compressed form. First, we familiarize the reader with the two key conditions underlying compressive sampling: sparsity and incoherence. The first condition applies to the signals themselves and the second condition affects the way we sample these signals.

Assume that \( \mathbf{d} \), the data to be sampled, is a vector of length \( N \) and its representation in some basis \( \mathbf{B} \) is \( \mathbf{x} \). In other words, \( d(t) = \sum_{i=1}^{N} x_i b_i(t) = \mathbf{Bx} \), where \( \mathbf{B} = [b_1, b_2, \ldots, b_N] \). For example, if \( \mathbf{B} \) is selected to be the Fourier basis, the elements of the vector \( \mathbf{x} \) are Fourier coefficients corresponding to the signal \( \mathbf{d} \). Also, if at most \( S \) entries in \( \mathbf{x} \) are nonzero, then \( \mathbf{x} \) is called an \( S \)-sparse vector and \( \mathbf{d} \) is said to be sparsely represented in the basis \( \mathbf{B} \).

Using the data collected from our testbed, we now aim to find a basis \( \mathbf{B} \) in which this data can be most concisely represented. We consider the following four basis functions: the Fourier basis, the Haar wavelet basis, the Daubechies-2 (or db2) wavelet basis, and the Daubechies-4 (or db4) wavelet basis. These four bases are common for time-frequency analysis on time-series data: Fourier basis is the traditional tool for analyzing the frequency characteristics of a signal while wavelet bases show signal characteristics in both time and frequency domains. Considering the advantages of using wavelets to capture sharp or abrupt changes in the signal, we focus on three commonly used wavelets: the Haar, the simplest wavelet that captures discontinuities in the data; db2, a more complex waveform with more similarity to the data collected from the testbed; and db4, a wavelet that also shows similarity with our data but has a longer waveform, leading to better frequency resolution. A full introduction to the waveforms corresponding to these wavelets may be found in Walker [6].

Given two \( N \)-dimensional bases \( \Psi \) and \( \Phi \), the coherence between these bases is defined as the largest coherence between
any two basis vectors in $\Psi$ and $\Phi$, and is given by

$$\mu(\Psi, \Phi) = \sqrt{N} \max_{1 \leq k, j \leq N} |\langle \phi_k, \psi_j \rangle|,$$  \hspace{1cm} (1)

where $\langle \phi_k, \psi_j \rangle$ is the inner product of the basis vectors $\phi_k \in \Phi$ and $\psi_j \in \Psi$. Usually, the coherence between two bases lies in the range of $[1, \sqrt{N}]$ and when the value of coherence is small we consider the two bases to be uncorrelated or incoherent.

When the sensing basis and the representation basis have a small coherence value, and thus uncorrelated, then a signal that is represented as a spike in one basis will be represented as a spread-out waveform in the other. For example, the Dirac delta basis and Fourier basis have a coherence of one; a signal shown as a spike in the Dirac basis is spread out when represented using the Fourier basis. This property allows us to capture the complete information present in the original data using a small number of samples obtained by incoherent sampling.

As a sampling strategy to collect measurements from our testbed, we choose Gaussian random matrices that have a low coherence of $\sqrt{2 \log N}$ relative to any representation matrix with high probability. Table I shows the average coherence between an $M \times N$ Gaussian sensing basis and the various representation bases of interest where $N$ is the length of the input data and $M$ is the desired number of samples. As expected, the coherence values are quite low.

![Fig. 3. Implementation of compressive sampling in our system that takes $N$ data items over a time period as input and returns $M$ samples.](image)

As the number of spikes present in the data sets, we use the ROC probability.

Table I shows the average coherence between an $M \times N$ Gaussian sensing basis and the various representation bases of interest where $N$ is the length of the input data and $M$ is the desired number of samples. As expected, the coherence values are quite low.

<table>
<thead>
<tr>
<th>Representation basis</th>
<th>Haar</th>
<th>db2</th>
<th>db4</th>
<th>Fourier</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M = 0.1N$</td>
<td>4.57</td>
<td>4.53</td>
<td>4.50</td>
<td>3.39</td>
</tr>
<tr>
<td>$M = 0.3N$</td>
<td>4.77</td>
<td>4.75</td>
<td>4.77</td>
<td>3.60</td>
</tr>
<tr>
<td>$M = 0.5N$</td>
<td>4.84</td>
<td>4.82</td>
<td>4.82</td>
<td>3.64</td>
</tr>
</tbody>
</table>

![Fig. 3. Implementation of compressive sampling in our system that takes $N$ data items over a time period as input and returns $M$ samples.](image)

where $\|\tilde{b}\|_0$ is the number of nonzero entries in $\tilde{b}$. This problem is under-constrained since matrix $A$ has more columns than rows; there are infinitely many candidate signals $\tilde{b}$ for which $A \tilde{b} = y$. Furthermore, the problem of minimizing $l_0$ norm is a non-linear optimization problem which is computationally expensive. However, the problem in (2) can instead be solved by minimizing the $l_1$ norm, which is the linear programming problem

$$\min_{\tilde{b} \in \mathbb{R}^N} \|\tilde{b}\|_1 \quad \text{subject to:} \quad y = A \tilde{b},$$  \hspace{1cm} (3)

Reconstruction of the original signal using (3) is considered to be exact with probability exceeding $1 - \delta$, where $\delta$ is a very small constant, if the number of samples

$$M \geq C \mu (\Psi, \Phi)^2 S \log \frac{N}{\delta},$$  \hspace{1cm} (4)

where $M$ is the number of samples and $C$ is some positive constant. The direct consequence of (4) is that when the coherence between the representation and sensing bases, $\mu$, as well as the sparsity metric, $S$, are small, we need only a few samples to recover the original signal exactly with high probability.

IV. RECOVERING THE ORIGINAL SIGNAL

The process of incoherent sampling gives us a set of values $y = G \times d = G \times B \times x = Ax$, where $A = G \times B$. To reconstruct the original data $d$, we must solve this inverse problem: given a vector $y$ of length $M$ and matrix $A$ of size $M \times N$ where $M \ll N$, find a sparse vector $\tilde{x}$ of length $N$ such that $y = A \tilde{x}$. In other words, we are looking for $\tilde{x}$ as a solution to

$$\min_{\tilde{x} \in \mathbb{R}^N} \|\tilde{x}\|_1 \quad \text{subject to:} \quad y = A \tilde{x}. \quad \text{(5)}$$

where $\|\tilde{x}\|_1$ is the number of nonzero entries in $\tilde{x}$. This problem is under-constrained since matrix $A$ has more columns than rows; there are infinitely many candidate signals $\tilde{x}$ for which $A \tilde{x} = y$. Furthermore, the problem of minimizing $l_1$ norm is a non-linear optimization problem which is computationally expensive. However, the problem in (5) can instead be solved by minimizing the $l_1$ norm, which is the linear programming problem

$$\min_{\tilde{x} \in \mathbb{R}^N} \|\tilde{x}\|_1 \quad \text{subject to:} \quad y = A \tilde{x}. \quad \text{(5)}$$

Reconstruction of the original signal using (3) is considered to be exact with probability exceeding $1 - \delta$, where $\delta$ is a very small constant, if the number of samples

$$M \geq C \mu (\Psi, \Phi)^2 S \log \frac{N}{\delta},$$  \hspace{1cm} (4)

where $M$ is the number of samples and $C$ is some positive constant. The direct consequence of (4) is that when the coherence between the representation and sensing bases, $\mu$, as well as the sparsity metric, $S$, are small, we need only a few samples to recover the original signal exactly with high probability.

V. PERFORMANCE EVALUATION

Considering the number of spikes present in the response time and read activity data sets, we use the ROC metric to characterize the number of spikes that can be detected using the reconstructed signal under the various basis
Table II
False alarm and hit rates associated with different threshold levels for the reconstructed response time signal.

<table>
<thead>
<tr>
<th>Threshold level (ms)</th>
<th>146.8</th>
<th>130.0</th>
<th>91.2</th>
<th>68.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>False alarm rate</td>
<td>0.5%</td>
<td>1%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>Hit rate</td>
<td>84.2%</td>
<td>86.3%</td>
<td>90.2%</td>
<td>91.4%</td>
</tr>
</tbody>
</table>

Table III
False alarm and hit rates associated with different threshold levels for the reconstructed read_activity signal.

<table>
<thead>
<tr>
<th>Threshold level</th>
<th>0.22</th>
<th>0.19</th>
<th>0.14</th>
<th>0.12</th>
</tr>
</thead>
<tbody>
<tr>
<td>False alarm rate</td>
<td>0.5%</td>
<td>1%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>Hit rate</td>
<td>85.1%</td>
<td>90.9%</td>
<td>93.2%</td>
<td>95.5%</td>
</tr>
</tbody>
</table>

decreases as the threshold is increased since fewer false spikes occur in the reconstructed signal.

Table II lists the false alarm and hit rates associated with different threshold levels for the reconstructed response time signal. The original signal was encoded using the db4 wavelet basis. The performance, in terms of ROC, indicates that compressive sampling reconstructs the spikes of interest with high fidelity. A hit rate of 90% can be achieved with a false alarm rate of 5% by setting the threshold to about 100 milliseconds. Decreasing the threshold increases the hit rate at the expense of increasing the false alarm rate as well. Finally, Table III details the effect on the ROC achieved by the reconstructed read_activity signal when varying the threshold level.

VI. Conclusions

We have evaluated a low-cost monitoring solution for data centers based on the concept of compressive sampling. Using the Trade6 application, we showed how to acquire measurements corresponding to response time and disk I/O activity directly in a compressed form, and how to reconstruct the full-length signal using a small number of samples. Experiments indicate that the recovered signal adequately preserves the spikes and other abrupt changes present in the original signal. By selecting the threshold value appropriately, a hit rate of 90% can be achieved with a false alarm rate of only 5%. These results open up the possibility of using low-cost compressive sampling techniques to detect performance bottlenecks and anomalies in data centers that manifest themselves as abrupt changes exceeding operator-defined threshold values in the underlying signals.
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