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This dissertation discusses the performance and convergence of a family of algorithms for distributed iterative approximate statistical inference called expectation propagation algorithms [1, 2]. Notable examples of expectation propagation include the turbo decoder[3, 4, 5, 6, 7], Gallager’s algorithm for the soft decoding of LDPC codes[8, 9, 10], the Kalman filter [11], the forward backward algorithm[12], and belief propagation [13, 14]. These algorithms were heuristically proposed and neither their convergence behavior nor the mechanism behind their good performance is well understood. After covering special cases in which the algorithms can be shown to converge to the optimal values, we provide a novel performance framework which shows that the stationary points of the expectation propagation algorithms solve a constrained maximum likelihood optimization problem. We also show that the stationary points of expectation propagation are critical points of a constrained statistics based Bethe free energy. We then discuss duality and the relationship between the two generic optimality frameworks. Continuing on, we next study the mechanism of convergence behind expectation propagation, and discover that it may be interpreted both as a nonlinear block Gauss Seidel method [15, 16], on the gradient of the Lagrangian as well as a variant of Dykstra’s algorithm [17] with iterated Bregman projections[18]. Some limited convergence results
are provided via the nonlinear block Gauss Seidel interpretation. Throughout the dissertation, we take care to apply the abstract theory to particular well known members of the expectation propagation family, most notably the belief propagation decoder and the turbo decoder. The dissertation concludes with a discussion of several avenues that the work therein has opened up for further research.
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Chapter 1

Introduction

Methods for approximate distributed statistical inference have become of increased interest in engineering in the past decades due to increasing performance demands and the desire to accurately estimate and decode data using algorithms which require a limited amount of delay and computation complexity. Within the context of digital communications especially, the high cost of bandwidth and the increasing data rate needs of users have driven researchers to search for means of increasing spectral efficiency through better error control coding. Again within that arena, the turbo decoder\[3, 4, 5, 6, 7\], one such method for approximate distributed statistical inference, met with great success, bringing spectral efficiencies closer than ever before to the theoretical limits set out by Shannon\[24\]. The discovery of the equivalence of turbo decoding with belief propagation and the subsequence rebirth and increased interest in the soft iterative decoding of low density parity check (LDPC) codes\[8, 9, 10\], another method for approximate statistical inference, also provided communications engineers with decoding algorithms that were implementable in hardware that could achieve performance very near to theoretical limits. Turbo equalization \[25, 26, 27\] and synchronization \[28, 29, 30\], again algorithms for distributed approximate statistical inference, allowed receiver designers to cope with the non-idealities of real fading channels. Within the signal processing for communications and wireless communications research communities, the increased research focus on sensor networks also warranted attention to distributed, but coupled, estimation problems in which the capability for better performance via collaboration amongst the sensors on a joint estimation problem begs for a dis-
tributed computationally efficient algorithm for statistical inference which makes efficient use of communications resources. Indeed, it has become clear, certainly in the context of signal processing for communications, that systems designers need in their arsenal decoding and estimation algorithms which are distributed, require a small amount of iterative processing, and achieve performance comparable to theoretical limits.

The academic community has answered this need with the outpouring of algorithms, and generalizations of algorithms, and generalizations of generalizations of algorithms promising approximate distributed decoding and/or estimation usually justified by empirical simulation based evidence. However, the sense in which these algorithms are “approximate”, that is, the sense of optimality of their outputs, is in many cases unknown. Furthermore, in the case of iterative algorithms, it is often unclear if and when the algorithms will converge. Again, some of the best examples are the turbo decoder, the turbo equalizer/synchronizer, and the belief propagation decoder. These algorithms were proposed heuristically, with their performance and convergence behavior being characterized in an “on average” manner via Monte Carlo simulation. Naturally, since their inception, countless theoreticians have attempted to prove convergence properties of these algorithms, but this too has proven to be a daunting task, partially because the sense of optimality is unknown.

In this dissertation, we will analyze the performance and convergence of a family of such iterative algorithms for approximate distributed statistical inference, called expectation propagation\cite{1, 2}. Notable members of this family include the turbo decoder\cite{3, 4, 5, 6, 7}, Gallager’s algorithm for the soft decoding of LDPC codes\cite{8, 9, 10}, the Kalman filter \cite{11}, the forward backward algorithm\cite{12}, and
belief propagation [13, 14]. Members of this family of algorithms whose performance and convergence behavior is already well understood include the Kalman filter and the forward backward algorithm for the maximum a posteriori decoding of convolutional codes. After introducing the family of algorithms in Chapter 2 and discussing various members of the family, we will begin our analysis in Section 3 by covering some special cases in which these algorithms can be proven to converge to the maximum a posteriori parameters. Then, in Chapter 4 we extend and develop some results concerning the optimality of any expectation propagation algorithm. Some of the most important ideas in the dissertation occur in Section 4.2, where we show that expectation propagation is an iterative method seeking a solution of a constrained maximum likelihood estimation problem. Chapter 5 is then devoted to convergence frameworks which may be applied to the dynamics of expectation propagation. We make some novel connections in this chapter between expectation propagation and the Gauss Seidel iteration [16, 15] and between expectation propagation and Dykstra’s algorithm [17] for Bregman projections on convex sets [18]. Throughout the dissertation, we take care to apply our general theory to particular well known members of the family of expectation propagation algorithms such as the turbo decoder and belief propagation. The theoretical tools necessary for the work contained in this dissertation stretch across several disciplines, and thus we have included the fundamental results that we used (often without proof) and references to appropriate material in the appendices.

1.1 Orientation and Organization for the Non-Specialist

A great many of the ideas in this dissertation have to do with connections between bodies of theoretical work. A diagram highlighting some of the connections we
Figure 1.1: A visual organization of many of the concepts in this dissertation. Bolded lines and shapes indicate work that we innovated in developing this dissertation. A line connects two ovals if we develop theory in this dissertation relating the ideas which the two ovals represent. Different, but related bodies of theory are drawn separately and connections between these bodies are shown via lines. Containment of one oval within another oval indicates that the idea represented by the latter is a special case of the idea represented by the former.
will discuss is shown in Figure 1.1. Items which we innovated in creating this dissertation and the research leading up to it have bolded lines, while items which we cover but we did not innovate have thinner lines. The dashed lines represent work we developed at the same time as other researchers.

In Chapter 2 we will discuss a family of algorithms, expectation propagation (situated in the center of Figure 1.1), that attempt to infer some unknown parameters from some observations given a model for the observations which depends on the parameters. Within the context of the family of algorithms, we wish to determine some well known algorithms which fall into this family, and which of those algorithms are special cases of other algorithms. This gives rise to the containment within the expectation propagation oval in Figure 1.1 of several other algorithms and families of algorithms. Out of the family of expectation propagation algorithms, we will select a special subfamily which satisfies a couple of assumptions which we call reciprocity and sufficiency. These assumptions allow for further analysis, and include all interesting algorithms falling within the expectation propagation family developed to date.

Next, we will turn our attention in Chapters 3 and 4 to the performance that these algorithms can attain by studying their stationary points, which are the locations at which their values would not change if we initialized the algorithms at them. We develop two novel optimality frameworks (depicted to the right and to the left of the expectation propagation oval in Figure 1.1) which apply to expectation propagation algorithms under the sufficiency and reciprocity assumptions. One of these frameworks we totally innovate, and the other we develop by extending existing results for belief propagation to the wider class of expectation propagation algorithms with sufficiency and reciprocity.
In Chapter 5, we investigate convergence frameworks for the expectation propagation algorithms by relating them to iterative methods developed for other, more mathematically abstract problems. The Gauss Seidel method, shown in the upper left corner of Figure 1.1 is an iterative numerical method for solving a system of equations. We show in Section 5.1 that expectation propagation under the sufficiency and reciprocity assumption may be seen as particular instances of the Gauss Seidel method. This fact allows us to apply convergence theory for Gauss Seidel iterations to the expectation propagation algorithms. Dykstra’s algorithm, shown in the upper right corner of Figure 1.1 is a broad family of algorithms made from projections (i.e. minimization of distance like quantities) on convex sets. We show in Section 5.2 how expectation propagation may be related to Dykstra’s algorithm with Bregman projections under the reciprocity and sufficiency assumptions.

1.2 Basic Notation and Preliminaries

To aid the reader, we have used typed typographical notation in this dissertation which is described in Table 1.1. We will attempt to further aid the reader by providing a key to the new notation introduced in each chapter.

Of central interest in this dissertation will be problems of statistical inference of some random parameters $\theta \in \Theta$ from some random observations $r \in Y$. The parameter space $\Theta$ will be the Cartesian product of $N$ subsets of the real numbers

$$\Theta := \Theta_1 \times \cdots \times \Theta_N, \quad \Theta_i \subseteq \mathbb{R} \quad \forall i \in \{1, \ldots, N\}$$

so that $\theta$ is a vector

$$\theta := [\theta_1, \ldots, \theta_N], \quad \theta_i \in \Theta_i \quad \forall i \in \{1, \ldots, N\}$$
Table 1.1: Typographical notation used in this dissertation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A}$</td>
<td>set</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>set of real numbers</td>
</tr>
<tr>
<td>$x$</td>
<td>deterministic scalar variable</td>
</tr>
<tr>
<td>$\mathbf{x}$</td>
<td>deterministic vector</td>
</tr>
<tr>
<td>$\mathbf{A}$</td>
<td>deterministic matrix</td>
</tr>
<tr>
<td>$i$</td>
<td>integer counting index</td>
</tr>
<tr>
<td>$x$</td>
<td>random scalar</td>
</tr>
<tr>
<td>$F_x$</td>
<td>cumulative distribution function for $x$</td>
</tr>
<tr>
<td>$p_x$</td>
<td>probability density function for $x$</td>
</tr>
<tr>
<td>$E_x$</td>
<td>expectation with respect to the pdf $p_x$</td>
</tr>
<tr>
<td>$\mathbb{P}$</td>
<td>probability</td>
</tr>
<tr>
<td>$\mathbf{x}$</td>
<td>random vector</td>
</tr>
<tr>
<td>$f$</td>
<td>scalar valued function</td>
</tr>
<tr>
<td>$g$</td>
<td>vector valued function</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>a functional</td>
</tr>
</tbody>
</table>
Similarly, the received space will be the Cartesian product of $L$ subsets of the real numbers

$$\mathcal{Y} := \mathcal{Y}_1 \times \cdots \times \mathcal{Y}_L, \quad \mathcal{Y}_i \subseteq \mathbb{R} \quad \forall i \in \{1, \ldots, L\}$$

so that $\mathbf{r}$ is a vector

$$\mathbf{r} := [r_1, \ldots, r_L], \quad r_i \in \mathcal{Y}_i \quad \forall i \in \{1, \ldots, L\}$$

Specified will be a joint probability model for $\mathbf{r}$ and $\mathbf{\theta}$, so that we have a probability measure which assigns probabilities $\mathbb{P}[(\mathbf{r}, \mathbf{\theta}) \in \mathcal{A}]$ for sets $\mathcal{A} \subseteq \mathcal{Y} \times \Theta$. We will represent this probability model in terms of a joint probability density function, $p_{\mathbf{r}, \mathbf{\theta}}(\mathbf{r}, \mathbf{\theta})$, which is the Radon Nikodym derivative of the probability measure $\mathbb{P}[(\mathbf{r}, \mathbf{\theta}) \in \mathcal{A}]$ with respect to a reference measure $d\mathbf{r} d\mathbf{\theta}$. The reference measure will be a suitable product measure of two measures $d\mathbf{r}$ and $d\mathbf{\theta}$ whose support will contain $\mathcal{Y}$ and $\Theta$ respectively. In fact, due to the Cartesian product nature of the received and parameter spaces, $\mathcal{Y} = \mathcal{Y}_1 \times \cdots \times \mathcal{Y}_L$ and $\Theta = \Theta_1 \times \cdots \times \Theta_N$, we will choose $d\mathbf{r}$ and $d\mathbf{\theta}$ to be product measures themselves, so that

$$d\mathbf{r} = \prod_{i=1}^{L} dr_i$$

and

$$d\mathbf{\theta} = \prod_{i=1}^{N} d\theta_i$$

Due to the fact that the component spaces are subsets of the real numbers $\mathbb{R}$ for each $i \in \{1, \ldots, L\}$, we will choose $dr_i$ to be Lebesgue measure if $\mathcal{Y}_i$ is uncountable, or $dr_i$ to be a counting measure with support $\mathcal{Y}_i$ if $\mathcal{Y}_i$ is countable (finite or countably infinite). Similarly, for each $i \in \{1, \ldots, N\}$, $d\theta_i$ will be Lebesgue measure if $\Theta_i$ is uncountable and will be a counting measure with support $\Theta_i$ if $\Theta_i$ is countable. We will then be able to calculate probabilities using

$$\mathbb{P}[(\mathbf{r}, \mathbf{\theta}) \in \mathcal{A}] = \int_{\mathcal{A}} p_{\mathbf{r}, \mathbf{\theta}}(\mathbf{r}, \mathbf{\theta}) d\mathbf{r} d\mathbf{\theta}$$
Chapter 2

Expectation Propagation

Expectation propagation, first proposed in [1, 2], defines a family of algorithms for approximate Bayesian statistical inference which exploit structure in the joint probability density function \( p_{r,\theta}(r, \theta) \) for \( r \) and \( \theta \). In particular, it is assumed that the \( p_{r,\theta}(r, \theta) \) factors multiplicatively

\[
p_{r,\theta}(r, \theta) \propto \prod_{a=1}^{M} f_{a,r}(\theta_a), \quad \theta_a \subseteq \theta
\]  

(2.1)

where the factors \( f_{a,r} \) implicitly are functions of \( r \) and have range \([0, \infty)\) and where \( \theta_a \) is a vector formed by taking a subset of the elements of \( \theta \). Expectation propagation aims at iteratively approximating the joint density as the product of \( M \) minimal standard exponential family densities

\[
p_{r,\theta}(r, \theta) \approx \prod_{a=1}^{M} g_{a,\lambda}(\theta_a)
\]

The minimal standard exponential family densities \( g_{a,\lambda}(\theta_a) \) are the Radon Nikodym derivative of a standard exponential family measure with respect to the reference measure \( d\theta_a \) formed by the product of measures \( d\theta_1 \) for each \( \theta_1 \) appearing in \( \theta_a \). These standard exponential family densities may be parameterized in terms of a vector of real valued parameters \( \lambda_a \) and sufficient statistics \( t_a(\theta_a) \) as

\[
g_{a,\lambda}(\theta_a) := \exp \left( t_a(\theta_a) \cdot \lambda_a - \psi_{t_a}(\lambda_a) \right)
\]

where \( \psi \) is defined as

\[
\psi_{t_a}(\lambda_a) := \log \left( \int_{\Theta_a} \exp(t_a(\theta_a) \cdot \lambda_a) d\theta_a \right)
\]  

(2.2)
Table 2.1: The notation introduced in Section 2, part 1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>a time index</td>
</tr>
<tr>
<td>r</td>
<td>a sample of an element of the vector of observations</td>
</tr>
<tr>
<td>$\theta$</td>
<td>a sample value of an element in the vector of parameters</td>
</tr>
<tr>
<td>r</td>
<td>a sample value of the vector of observations</td>
</tr>
<tr>
<td>$\theta$</td>
<td>a sample value of the vector of parameters</td>
</tr>
<tr>
<td>r</td>
<td>an element of the vector of observations</td>
</tr>
<tr>
<td>$\theta$</td>
<td>an element of the vector of parameters</td>
</tr>
<tr>
<td>N</td>
<td>the number of parameters</td>
</tr>
<tr>
<td>L</td>
<td>the number of observations</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>the parameter space</td>
</tr>
<tr>
<td>$\mathcal{Y}$</td>
<td>the observation space</td>
</tr>
<tr>
<td>r</td>
<td>the observations</td>
</tr>
<tr>
<td>$\theta$</td>
<td>the parameters</td>
</tr>
<tr>
<td>$p_{r,\theta}$</td>
<td>the joint pdf of the observations and parameters</td>
</tr>
<tr>
<td>a, c</td>
<td>an index to the factors</td>
</tr>
<tr>
<td>M</td>
<td>the number of factors</td>
</tr>
<tr>
<td>f</td>
<td>a factor function</td>
</tr>
<tr>
<td>g</td>
<td>an approximating factor</td>
</tr>
<tr>
<td>$\psi$</td>
<td>the partition function</td>
</tr>
<tr>
<td>d</td>
<td>the supporting measure</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>the parameters of a minimal standard exponential family</td>
</tr>
<tr>
<td>t</td>
<td>the sufficient statistics of a minimal standard exponential family</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$\mathbb{P}$</td>
<td>the probability operator</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>the Kullback Leibler divergence</td>
</tr>
<tr>
<td>$v, q, t, u$</td>
<td>some pdfs</td>
</tr>
<tr>
<td>$\mu$</td>
<td>the induced (change of variables) Radon Nikodym derivative</td>
</tr>
</tbody>
</table>

Table 2.2: The notation introduced in Section 2, part 2.

The $g_{a, \lambda_a}$ are iteratively refined in order to approximate $f_{a, \lambda_a}$ by minimizing the Kullback Leibler distance

$$
g_{a, \lambda_a} = \arg \min_{g_{a, \lambda_a}} \mathcal{D} \left( \frac{f_{a, r}(\theta_a) \prod_{c \neq a} g_{c, \lambda_c}(\theta_c)}{\int_{\Theta} f_{a, r}(\theta_a) \prod_{c \neq a} g_{c, \lambda_c}(\theta_c) d\theta} \right) \left( \frac{\prod_{c=1}^{M} g_{c, \lambda_c}(\theta_c)}{\int_{\Theta} \prod_{c=1}^{M} g_{c, \lambda_c}(\theta_c) d\theta} \right)$$

(2.3)

This minimization has a unique solution due to the log convexity of the Kullback Leibler distance in the second argument and the minimality of each of the representations of the standard exponential families $g_{a, \lambda_a}$. The minima may be found by taking derivatives with respect to $\lambda_a$ to get

$$
\nabla_{\lambda_a} \mathcal{D} = E_q [t_a(\theta_a)] - E_v [t_a(\theta_a)]
$$

(2.4)

where the probability density functions $v(\theta)$ and $q(\theta)$ are

$$
v(\theta) := \frac{f_{a, r}(\theta_a) \prod_{c \neq a} g_{c, \lambda_c}(\theta_c)}{\int_{\Theta} f_{a, r}(\theta_a) \prod_{c \neq a} g_{c, \lambda_c}(\theta_c) d\theta}
$$

and

$$
q(\theta) := \frac{\prod_{c=1}^{M} g_{c, \lambda_c}(\theta_c)}{\int_{\Theta} \prod_{c=1}^{M} g_{c, \lambda_c}(\theta_c) d\theta}
$$

Next, another $g_{a, \lambda_a}$ is selected to refine, usually according to some iteration order, and the algorithm continues until it converges.
The family of algorithms may then be summarized by the following:

- initialize $\lambda_a$ for all $a \in \{1, \ldots, M\}$
- repeat 1 and 2 until convergence

1. select $\lambda_a$ to refine for some $a \in \{1, \ldots, M\}$

2. update $\lambda_a$ according to

$$
\lambda_a \leftarrow \arg \min_{\lambda_a} \mathcal{D} \left( \frac{\int_{\Theta} f_{a,r}(\theta_a) \prod_{c \neq a} g_{c,\lambda_c}(\theta_c) d\theta}{\prod_{c=1}^{M} g_{c,\lambda_c}(\theta_c) d\theta} \right)
$$

The order according to which $\lambda_a$ is selected in step 1, which we call scheduling, varies in implementations. Several possibilities include

- **parallel scheduling** In this case, we update all of the parameters in parallel, so that if we denote the value $\lambda_a^k$ to be the value of $\lambda_a$ at time instant $k \in \{0, 1, \ldots, \infty\}$ we have

$$
\lambda_a^{k+1} = \arg \min_{\lambda_a} \mathcal{D} \left( \frac{\int_{\Theta} f_{a,r}(\theta_a) \prod_{c \neq a} g_{c,\lambda_c^k}(\theta_c) d\theta}{\prod_{c=1}^{M} g_{c,\lambda_c}(\theta_c) d\theta} \right)
$$

for all $a \in \{1, \ldots, M\}$.

- **serial scheduling** In this case, we update each of the parameters in serial, so that if we denote the value $\lambda_a^k$ to be the value of $\lambda_a$ at iteration $k \in \{0, 1, \ldots, \infty\}$ we have

$$
\lambda_a^{k+1} = \arg \min_{\lambda_a} \mathcal{D} (v || q)
$$
with
\[ v(\theta) := \frac{\int f_{a,r}(\theta_a) \prod_{c < a} g_{c,\lambda_{c+1}}(\theta_c) \prod_{c > a} g_{c,\lambda_c}(\theta_c) d\theta}{\int \Theta f_{a,r}(\theta_a) \prod_{c < a} g_{c,\lambda_{c+1}}(\theta_c) \prod_{c > a} g_{c,\lambda_c}(\theta_c) d\theta} \]
and
\[ q(\theta) := \frac{\int g_{a,\lambda_a}(\theta_a) \prod_{c < a} g_{c,\lambda_{c+1}}(\theta_c) \prod_{c > a} g_{c,\lambda_c}(\theta_c) d\theta}{\int \Theta g_{a,\lambda_a}(\theta_a) \prod_{c < a} g_{c,\lambda_{c+1}}(\theta_c) \prod_{c > a} g_{c,\lambda_c}(\theta_c) d\theta} \]
for all \( a \in \{1, \ldots, M\} \).

- **random scheduling** Here, we decide which \( \lambda_a \) to update by drawing \( a \) uniformly from the set \( \{1, \ldots, M\} \).

We will be primarily interested in studying the performance and convergence under the parallel and serial schedules in the remainder of the thesis.

### 2.1 Examples of Expectation Propagation

To provide motivation, and to allow for continued pragmatic application of the ideas throughout the remainder of the dissertation, we discuss in the next few examples some well known members of the expectation propagation family of algorithms, as well as introduce some new ones.

#### 2.1.1 Parallel Turbo Decoding

A parallel turbo encoder is depicted in Figure 2.1. A block of message bits
\[ \xi = [\xi_1, \ldots, \xi_N] \in \{0, 1\}^N \]
is encoded by a rate \( R_0 \) recursive systematic convolutional code to get a binary sequence \( \zeta(\xi) \in \{0, 1\}^{R_0} \). Then \( \xi \) is interleaved by permuting the order of the
Table 2.3: Notation used in connection with the turbo decoder, part 1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi$, $w$, $z$</td>
<td>random binary vectors</td>
</tr>
<tr>
<td>$\xi$</td>
<td>a bit in a random message</td>
</tr>
<tr>
<td>$\xi$</td>
<td>a random binary message</td>
</tr>
<tr>
<td>$R_0$</td>
<td>the rate of the first component code</td>
</tr>
<tr>
<td>$R_1$</td>
<td>the rate of the second component code</td>
</tr>
<tr>
<td>$N$</td>
<td>the turbo block length</td>
</tr>
<tr>
<td>$r_s$</td>
<td>sample rec’vd inf. from systematic bits</td>
</tr>
<tr>
<td>$r_0$</td>
<td>sample rec’vd inf. from parity check bits of 1 component code</td>
</tr>
<tr>
<td>$r_1$</td>
<td>sample rec’vd inf. from parity check bits of 2 component code</td>
</tr>
<tr>
<td>$r_s$</td>
<td>rec’vd inf. from systematic bits</td>
</tr>
<tr>
<td>$r_0$</td>
<td>rec’vd inf. from parity check bits of 1 component code</td>
</tr>
<tr>
<td>$r_1$</td>
<td>sample rec’vd inf. from parity check bits of 2 component code</td>
</tr>
<tr>
<td>$\pi$</td>
<td>the interleaver</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>a bit of the output of the first encoder</td>
</tr>
<tr>
<td>$\chi$</td>
<td>a bit of the output of the second encoder</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>output of the first encoder</td>
</tr>
<tr>
<td>$\chi$</td>
<td>output of the second encoder</td>
</tr>
<tr>
<td>$c_0$</td>
<td>function producing parity check bits of first code</td>
</tr>
<tr>
<td>$c_1$</td>
<td>function producing parity check bits of second code</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>a log likelihood ratio</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>log coordinates of the first decoder’s likelihood function</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>log coordinates of the second decoder’s likelihood function</td>
</tr>
</tbody>
</table>
Table 2.4: Notation used in connection with the turbo decoder, part 2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>extrinsic information from first decoder</td>
</tr>
<tr>
<td>$\beta$</td>
<td>extrinsic information from second decoder</td>
</tr>
<tr>
<td>$\rho$</td>
<td>log coordinate of likelihood function</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>vector of log likelihood ratios</td>
</tr>
<tr>
<td>$C$</td>
<td>codebook</td>
</tr>
<tr>
<td>$1$</td>
<td>indicator function</td>
</tr>
<tr>
<td>$\theta$</td>
<td>log coordinates of a pmf</td>
</tr>
<tr>
<td>$B$</td>
<td>matrix of all binary words</td>
</tr>
<tr>
<td>$F$</td>
<td>set of all pmfs on binary words of appropriate length</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>set of pmfs which factor into product of bitwise marginals</td>
</tr>
<tr>
<td>$\eta$</td>
<td>expectation coordinates for a pmf</td>
</tr>
<tr>
<td>$\text{sign}$</td>
<td>function returning the sign of a real number</td>
</tr>
<tr>
<td>$J$</td>
<td>the Fisher information matrix</td>
</tr>
<tr>
<td>$0$</td>
<td>a matrix of all zeros</td>
</tr>
<tr>
<td>$p$</td>
<td>likelihood func. of 1 component decoder weighted by priors</td>
</tr>
<tr>
<td>$q$</td>
<td>likelihood func. of 2 component decoder weighted by priors</td>
</tr>
<tr>
<td>$r$</td>
<td>posterior density formed from the sum of the extr. inf.s</td>
</tr>
<tr>
<td>$p_\theta$</td>
<td>bitwise probabilities associated log-pmf $\theta$</td>
</tr>
<tr>
<td>$P_\theta$</td>
<td>2 bit joint probabilities associated log-pmf $\theta$</td>
</tr>
<tr>
<td>$\text{Diag}$</td>
<td>creates diagonal matrix from vector</td>
</tr>
<tr>
<td>$1$</td>
<td>vector of all ones</td>
</tr>
<tr>
<td>$I$</td>
<td>the identity matrix</td>
</tr>
</tbody>
</table>
Figure 2.1: Parallel Concatenation of two convolutional codes with interleavers.

Bits with some permutation $\pi$ and encoded by a second (possibly different) rate $R_1$ recursive systematic convolutional code to get a binary sequence $\chi(\pi(\xi)) \in \{0, 1\}^{K_1}$. Systematic codes have the property that the message bits $\xi$ must appear at fixed locations in the encoded messages $\zeta$ and $\chi$, and the remaining (non-systematic) bits in $\zeta$ and $\chi$ are called parity check bits. Some subset of bits among the systematic bits $\xi$, the parity check bits $c_0(\xi)$ from the first encoder, and the parity check bits $c_1(\pi(\xi))$ are then selected for transmission via a puncturing pattern, and then transmitted over a memoryless channel to yield the observations $r_s$, $r_0$, and $r_1$ at the receiver, respectively.

The optimal bit by bit decoder, in terms of minimizing the probability of bit error for each bit [31], would base its decisions on the a posteriori probability ratios

$$
\frac{P[\xi_1 = 1 | r_s, r_0, r_1]}{P[\xi_1 = 0 | r_s, r_0, r_1]} = \frac{\sum_{\xi \in \{0, 1\}^K} p_{r_s, r_0, r_1 | \xi}(r_s, r_0, r_1 | \xi) \prod_{j=1}^{M} P[\xi_j]}{\sum_{\xi \in \{0, 1\}^K} p_{r_s, r_0, r_1 | \xi}(r_s, r_0, r_1 | \xi) \prod_{j=1}^{M} P[\xi_j]} \quad (2.5)
$$

where it has been assumed that the prior density $\mathbb{P}[\xi]$ for $\xi$ has the bits $\xi_i$ inde-
Figure 2.2: The Parallel Concatenated Turbo Decoder.

Unfortunately, due to the random interleaver $\pi$, the complexity of the decoder (2.5) grows exponentially in the block length $N$, and thus is not computationally feasible\[32\]. Given only $r_s$ and $r_0$, however, the forward backward algorithm \[12\] can calculate bitwise a posteriori probabilities for $\xi$ with computational complexity growing only linearly in the block length $N$. Furthermore, given only $r_1$, the forward backward algorithm can calculate the bitwise a posteriori probabilities for $\xi$ with computational complexity growing only linearly in the block length. The turbo decoder, depicted in Figure 2.2 and introduced in \[3\], then makes use of the computational efficiency of these two component decoders to iteratively approximate (2.5).

In order to describe the operation of the turbo decoder, we must first split the bitwise a posteriori probability ratios for the two component decoders into two
with probability mass function \( t(\xi) := \prod_{j=1}^{N} t_j(\xi_j) \) such that \( t_j(1) + t_j(0) = 1 \). The idea behind turbo decoding is to use this extrinsic information as a pseudo prior in the second component decoder, by replacing \( \mathbb{P}[\xi] \) in
\[
\frac{\mathbb{P}[\xi_1 = 1|r_1]}{\mathbb{P}[\xi_1 = 0|r_1]} = \left( \frac{\mathbb{P}[\xi_1 = 1]}{\mathbb{P}[\xi_1 = 0]} \right) \frac{\sum_{\xi \in \{0,1\}^{n} | \xi_1 = 1} p_{r_s,r_0 | \xi}(r_s, r_0 | \xi) \prod_{j=1,j \neq 1}^{N} \mathbb{P}[\xi_j]}{\sum_{\xi \in \{0,1\}^{n} | \xi_1 = 0} p_{r_s,r_0 | \xi}(r_s, r_0, r_1 | \xi) \prod_{j=1,j \neq 1}^{N} \mathbb{P}[\xi_j]} := u_1(\xi_1 = 1)/u_1(\xi_1 = 0)
\]
with \( t(\xi) \) from (2.6) to get \( u(\xi) := \prod_{j=1}^{N} u_j(\xi_j) \). Then \( \mathbb{P}[\xi] \) in (2.6) is replaced by \( u(\xi) \), which then defines a new \( t(\xi) \) which is used to get a new \( u(\xi) \), and so on as the process iterates. Succinctly, this may be written as
\[
\frac{t_1(\xi_1 = 1)}{t_1(\xi_1 = 0)} \leftarrow \frac{\sum_{\xi \in \{0,1\}^{n} | \xi_1 = 1} p_{r_s,r_0 | \xi}(r_s, r_0 | \xi) \prod_{j=1,j \neq 1}^{N} u_j(\xi_j)}{\sum_{\xi \in \{0,1\}^{n} | \xi_1 = 0} p_{r_s,r_0 | \xi}(r_s, r_0, r_1 | \xi) \prod_{j=1,j \neq 1}^{N} u_j(\xi_j)} \quad (2.8)
\]
\[
\frac{u_1(\xi_1 = 1)}{u_1(\xi_1 = 0)} \leftarrow \frac{\sum_{\xi \in \{0,1\}^{n} | \xi_1 = 1} p_{r_s,r_0 | \xi}(r_s, r_0 | \xi) \prod_{j=1,j \neq 1}^{N} t_j(\xi_j)}{\sum_{\xi \in \{0,1\}^{n} | \xi_1 = 0} p_{r_s,r_0 | \xi}(r_s, r_0, r_1 | \xi) \prod_{j=1,j \neq 1}^{N} t_j(\xi_j)} \quad (2.9)
\]

The authors of [3, 4] then noted that this iteration was capable of delivering performance very near the theoretical limits on the performance of optimal decoding for simple component codes and reasonably large block lengths.

The publication most often credited for realizing that turbo decoding was an instance of a more abstract belief propagation algorithm (which, in turn in an instance of our expectation propagation algorithm) is [33].

To recognize turbo decoding as an instance of expectation propagation first identify the parameters \( \theta := \xi \), the parameter space \( \Theta = \{0, 1\}^n \), and the observations \( r := [r_s, r_0, r_1] \). Owing to the memoryless nature of the channel, we have
a factorization of the likelihood function

\[ p_{r|\theta}(r|\theta) = \frac{p_{r_s, r_0|\theta}(r_s, r_0|\theta) \cdot p_{r_1|\theta}(r_1|\theta)}{f_0(\theta) \cdot f_1(\theta)} \]

The next step is to recognize that the family of wordwise probability mass functions on \( \xi \) which factor into the product of their marginals are a minimal standard exponential family with sufficient statistics \( t(\theta) = t(\xi) := \xi \)

\[ \mathbb{P}[\xi] := \prod_{i}^{N} \mathbb{P}[\xi_i] = \exp(\xi \cdot \lambda - \psi_t(\lambda)) \]

where the parameters

\[ \lambda := [\lambda_1, \ldots, \lambda_N], \lambda_1 := \log \left( \frac{\mathbb{P}[\xi_1 = 1]}{\mathbb{P}[\xi_1 = 0]} \right) \]

are the vector of log bitwise probability ratios.

The approximating exponential densities are then

\[ g_0(\theta) := \exp(\theta \cdot \lambda_0 - \psi_t(\lambda_0)) \]

and

\[ g_1(\theta) := \exp(\theta \cdot \lambda_1 - \psi_t(\lambda_1)) \]

In this case the refinement (2.4) from expectation propagation takes the form

\[ \int_{\theta \in \Theta} \theta p_{r_s, r_0|\theta}(r_s, r_0|\theta) \exp(\theta \cdot \lambda_1 - \psi_t(\lambda_1)) d\theta \]

\[ \int_{\theta \in \Theta} p_{r_s, r_0|\theta}(r_s, r_0|\theta) \exp(\theta \cdot \lambda_1 - \psi_t(\lambda_1)) d\theta \]

\[ = \frac{\int_{\theta \in \Theta} \theta \exp(\theta \cdot (\lambda_0 + \lambda_1) - \psi(\lambda_0) - \psi(\lambda_1)) d\theta}{\int_{\theta \in \Theta} \exp(\theta \cdot (\lambda_0 + \lambda_1) - \psi(\lambda_0) - \psi(\lambda_1)) d\theta} \quad (2.10) \]

The ith element of these vectors may be recognized as the probability, according to the appropriate measure, that the ith bit of \( \xi \) is equal to one. Forming the probability ratio from this bitwise probability, and identifying

\[ \left[ \frac{t_j(\xi_j = 1)}{t_j(\xi_j = 0)} \right] := \exp(\lambda_0) \]
Figure 2.3: The serially concatenated turbo encoder.

and

\[
\begin{bmatrix}
  u_j(\xi_j = 1) \\
  u_j(\xi_j = 0)
\end{bmatrix} := \exp(\lambda_1)
\]

we get an equivalent condition to (2.10)

\[
\frac{\sum_{\xi|\xi_i=1} p_{r_s,r_0|\xi}(r_s,r_0|\xi) \prod_{j=1}^N u_j(\xi_j)}{\sum_{\xi|\xi_i=0} p_{r_s,r_0|\xi}(r_s,r_0|\xi) \prod_{j=1}^N u_j(\xi_j)} = \frac{t_1(\xi_1 = 1)u_1(\xi_1 = 1)}{t_1(\xi_1 = 0)u_1(\xi_1 = 0)} \quad \forall i \in \{1, \ldots, N\}
\]

From which we see that performing the turbo step (2.8) is equivalent to refining $\lambda_0$ according to expectation propagation. A nearly identical progression of steps then shows that performing the turbo step (2.9) is equivalent to refining $\lambda_1$ according to expectation propagation.

2.1.2 Serial Turbo Decoding

A serial turbo encoder[5, 34, 6, 7] is depicted in (2.3). A block of message bits

\[
\xi := [\xi_1, \ldots, \xi_N] \in \{0, 1\}^n
\]

is encoded with a convolutional encoder to get $\zeta(\xi) \in \{0, 1\}^n$, which is then interleaved and encoded with another convolutional encoder to get $\chi(\pi(\zeta(\xi)))$. The output of this second encoder is then modulated and passed over a memoryless channel to get $r$.

The optimal bit by bit decoder in the sense of minimizing the probability of selecting the wrong bit would base its decisions on the a posteriori bitwise
probability ratios

\[
\frac{P[\xi_1 = 1 | r]}{P[\xi_1 = 0 | r]} = \frac{\sum_{\xi | \xi_1 = 1} p_{r|\chi}(r|x(\pi(\zeta(\xi))))P[\xi]}{\sum_{\xi | \xi_1 = 0} p_{r|\chi}(r|x(\pi(\zeta(\xi))))P[\xi]} \tag{2.11}
\]

Once again, due to the interleaver, the complexity of a decoder calculating (2.11) grows exponentially in the block length. On the other hand, due to the convolutional structure of the component codes, soft decoding only one of the component codes has complexity which is only linear in the block length. The serial turbo decoder aims to exploit this by inferring \( \zeta \) by exchanging information between the component decoders until convergence, and then inferring \( \xi \) from \( \zeta \). The update equations take a similar form to that for the parallel turbo decoder

\[
\frac{t_1(\zeta_1 = 1)}{t_1(\zeta_1 = 0)} = \frac{\sum_{\zeta | \zeta_1 = 1} 1_{C}(\zeta) \prod_{j=1, j \neq 1}^{N} t_j(\zeta_j)}{\sum_{\zeta | \zeta_1 = 0} 1_{C}(\zeta) \prod_{j=1, j \neq 1}^{N} t_j(\zeta_j)} \tag{2.12}
\]

where \( 1_{C}(\cdot) \) is the indicator function for the outer codebook, and,

\[
\frac{u_1(\zeta_1 = 1)}{u_1(\zeta_1 = 0)} = \frac{\sum_{\zeta | \zeta_1 = 1} p_{r|\chi}(r|x(\pi(\zeta)))) \prod_{j=1, j \neq 1}^{N} t_j(\zeta_j)}{\sum_{\zeta | \zeta_1 = 0} p_{r|\chi}(r|x(\pi(\zeta)))) \prod_{j=1, j \neq 1}^{N} t_j(\zeta_j)} \tag{2.13}
\]

We can now see that the serial turbo decoder is member of the family of expectation propagation algorithms by identifying the factorization of the likelihood function

\[
p_{r|\zeta}(r|\zeta) = \underbrace{p_{r|\chi}(r|x(\pi(\zeta))))}_{t_0(\theta)} \underbrace{1_{C}(\zeta)}_{t_1(\theta)}
\]

where the parameters are \( \theta := \zeta \). Next, identifying the messages passed between the component decoders with the parameters of minimal standard exponential families with sufficient statistics \( t(\theta) := \theta \)

\[
\begin{bmatrix}
\frac{t_1(\zeta_1 = 1)}{t_1(\zeta_1 = 0)} \n = \exp(\lambda_1) \\
\frac{u_1(\zeta_1 = 1)}{u_1(\zeta_1 = 0)} \n = \exp(\lambda_2)
\end{bmatrix}
\]
Figure 2.4: The serially concatenated turbo decoder.

gives us the approximating minimal standard exponential families as

$$g_{a, \lambda}(\theta) := \exp(\theta \cdot \lambda_a - \psi_t(\lambda_a)), \ a \in \{1, 2\}$$

after which the turbo updates (2.12) and (2.13) may be identified with expectation propagation refinement of $\lambda_1$ and $\lambda_2$.

2.1.3 Joint Data Decoding and Detection with Turbo Equalization

Note that the inner code in the serial turbo decoder setup does not necessarily have to be an error control/correction code. Instead, it could result from the convolutional structure of a frequency selective channel. In this instance, one can still use the forward backward algorithm for the inner component decoder in a serial turbo “decoder”. The turbo “decoder” which results, first proposed in [25] is often called a turbo equalizer. Because our results in the serial turbo decoder example did not require that the outer code be an error control code, this form of turbo
2.1.4 Gallager’s Soft Decoding Algorithm for LDPC Codes

In [9] and in his doctoral dissertation, Gallager proposed a family of linear block codes known as low density parity check (LDPC) codes[9, 8, 10]. These codes have the property that their parity check matrices are sparse. For regular LDPC codes (the codes that Gallager considered) each column in the parity check matrix $H \in \{0, 1\}^{L \times N}$ has a fixed number $j$ of 1s and each row has a fixed number $k$ of 1s. For irregular LDPC codes, the sparse nature of the parity check matrix remains,
but the number of 1s in each column vary according to a degree distribution. Valid codewords lie in the null space of the parity check matrix over the binary field GF(2), so that the code book (the set of codewords) may be written as
\[ C := \{ \boldsymbol{\xi} \in \{0, 1\}^n | H\boldsymbol{\xi} = 0 \} \]

(where the arithmetic is done in GF(2)). A codeword, \( \boldsymbol{\xi} \), is selected at random from this codebook and then transmitted over a memoryless channel to yield the received vector \( \mathbf{r} \). Let the set of parity check equations containing \( \xi_i \) (i.e. rows in \( H \) containing a 1 at the \( i \)th column) be denoted by \( \mathcal{N}_p(i) \), and let the set of bits contained in the \( a \)th parity check equation (i.e. columns in \( H \) with a 1 in the \( a \)th row) be denoted by \( \mathcal{N}_b(a) \). Gallager’s soft decoding algorithm gives an iterative equation for a probability density on \( \xi \) which factors into the product of its bitwise marginals, call it \( \tilde{P} \). The pseudo probability associated with a particular digit \( \tilde{P}(\xi_i) \) is separated into components associated with each parity check equation \( a \) associated with that bit (i.e. \( a \in \mathcal{N}_p(i) \)), so that
\[
\frac{\tilde{P}(\xi_i = 1)}{\tilde{P}(\xi_i = 0)} = \frac{p_{r_i | \xi_i}(r_i | \xi_i = 1)p[\xi_i = 1]}{p_{r_i | \xi_i}(r_i | \xi_i = 0)p[\xi_i = 0]} \prod_{a \in \mathcal{N}_p(i)} \frac{1 - \prod_{j \in \mathcal{N}_b(a) \setminus \{i\}} (1 - 2u_{a,j}(\xi_j = 1))}{1 + \prod_{j \in \mathcal{N}_b(a) \setminus \{i\}} (1 - 2u_{a,j}(\xi_j = 1))}
\]

where one repeatedly updates \( u \) according to the equation
\[
\begin{align*}
\frac{u_{a,1}(\xi_i = 1)}{u_{a,1}(\xi_i = 0)} &\leftarrow \frac{p_{r_i | \xi_i}(r_i | \xi_i = 1)p[\xi_i = 1]}{p_{r_i | \xi_i}(r_i | \xi_i = 0)p[\xi_i = 0]} \prod_{c \in \mathcal{N}_p(i) \setminus \{a\}} \frac{1 - \prod_{j \in \mathcal{N}_b(c) \setminus \{i\}} (1 - 2u_{c,j}(\xi_j = 1))}{1 + \prod_{j \in \mathcal{N}_b(c) \setminus \{i\}} (1 - 2u_{c,j}(\xi_j = 1))}
\end{align*}
\]

this procedure is repeated until either \( \tilde{P} \) converges or a fixed number of iterations have elapsed.

To see how this algorithm is an instance of expectation propagation, we must
first note that the products on the far right of (2.14)
\[
\frac{1 - \prod_{j \in N_b(c) \setminus \{a\}} (1 - 2u_{c,j}(\xi_j = 1))}{1 + \prod_{j \in N_b(c) \setminus \{a\}} (1 - 2u_{c,j}(\xi_j = 1))}
\]
may be interpreted as the probability, according to $u_c$, that an odd number of bits among $N_b(c) \setminus \{a\}$ are one divided by the probability that an even number of bits among $N_b(c) \setminus \{a\}$ are one. This follows from the clever proof of [9], lemma 1. Denoting by $b_h(\xi)$ the indicator function for $\xi$ satisfying the $c$th parity check equation (i.e. $b_h(\xi) = 1$ if $h^T_c \xi = 0$ over GF(2) and 0 otherwise), (2.15) may be rewritten as
\[
\sum_{\xi_{|\xi_1=1}} b_h(\xi) \prod_{j=1,j \neq 1}^{N} u_{c,j}(\xi_j) \\
\sum_{\xi_{|\xi_1=0}} b_h(\xi) \prod_{j=1,j \neq 1}^{N} u_{c,j}(\xi_j)
\]
Now, to aid with notation, define the intermediate densities $t_a(\xi) := \prod_{i=1}^{N} t_{a,i}(\xi_1)$ with
\[
\frac{t_{c,1}(\xi_1 = 1)}{t_{c,1}(\xi_1 = 0)} = \frac{\sum_{\xi_{|\xi_1=1}} b_h(\xi) \prod_{j=1,j \neq 1}^{N} u_{c,j}(\xi_j)}{\sum_{\xi_{|\xi_1=0}} b_h(\xi) \prod_{j=1,j \neq 1}^{N} u_{c,j}(\xi_j)}
\]
so that we may rewrite (2.14) as
\[
\frac{u_{a,1}(\xi_1 = 1)}{u_{a,1}(\xi_1 = 0)} = \frac{p_{r_1}|\xi_1(\xi_1 = 1)P[\xi_1 = 1]}{p_{r_1}|\xi_1(\xi_1 = 0)P[\xi_1 = 0]} \prod_{c \in N_b(c) \setminus \{a\}} \frac{t_{c,1}(\xi_1 = 1)}{t_{c,1}(\xi_1 = 0)}
\]
It is now easier to see that this is expectation propagation with a joint density function factorization as
\[
p_{r,c}(r, \xi) = \left( \prod_{a=1}^{L} \frac{1_{h_a}(\xi)}{f_a(\xi)} \right) \left( \prod_{i=1}^{N} \left[ p_{r_1|\xi_1(\xi_1 = 1)P[\xi_1 = 1]} \right]_{f_{L+1}(\xi)} \right)
\]
and approximating minimal standard exponential families
\[
g_a(\xi) := \exp \left( t_a(\xi) \cdot \lambda_a - \psi_{t_a}(\lambda_a) \right) \quad \forall i \in \{1, \ldots, L + 1\}
\]
with sufficient statistics
\[
t_a(\xi) := \xi_{N_b(a)} \quad \forall a \in \{1, \ldots, L\}
and

$$t_{n+1}(\xi) := \xi$$

where we have used $\xi_{\mathcal{N}_a}$ to specify the vector of digits of $\xi$ which are involved in the $a$th parity check equation (i.e. columns of $H$ with a 1 in the $a$th row)

$$\xi_{\mathcal{N}_a} := [\xi_i]_{i \in \mathcal{N}_a}$$

Now, consider the refinement equation (2.4), writing it as

$$\sum_{\xi} t_a(\xi) \prod_{c=1}^{L} \exp(t_c(\xi) \cdot \lambda_c - \psi_t(\lambda_c)) = \sum_{\xi} \sum_{\xi'} f_a(\xi') \prod_{c \neq a} \exp(t_c(\xi) \cdot \lambda_c)$$

(2.17)

allows us to see that the expectation of the sufficient statistics are actually the bitwise marginal probabilities in this instance. Writing (2.17) in terms of bitwise probability ratios, then, yields

$$\frac{\sum_{\xi} t_a(\xi) \prod_{c=1}^{L} \exp(t_c(\xi) \cdot \lambda_c - \psi_t(\lambda_c))}{\sum_{\xi} \prod_{c=1}^{L} \exp(t_c(\xi) \cdot \lambda_c - \psi_t(\lambda_c))} = \sum_{\xi} f_a(\xi') \prod_{c \neq a} \exp(t_c(\xi) \cdot \lambda_c)$$

(2.18)

If we then identify

$$\lambda_a := \log \left( \frac{t_{a,1}(\xi_1 = 1)}{t_{a,1}(\xi_1 = 0)} \right)$$

we can rewrite (2.18) as

$$\prod_{c \in \mathcal{N}_a} \frac{t_{c,1}(\xi_1 = 1)}{t_{c,1}(\xi_1 = 0)} = \left( \prod_{c \in \mathcal{N}_a \setminus \{a\}} \frac{t_{c,1}(\xi_1 = 1)}{t_{c,1}(\xi_1 = 0)} \right) \frac{\sum_{\xi} f_a(\xi) \prod_{j \neq 1} u_{a,j}(\xi_j)}{\sum_{\xi} f_a(\xi) \prod_{j \neq 1} u_{a,j}(\xi_j)}$$

which, after dividing by some common terms, gives

$$\frac{t_{a,1}(\xi_1 = 1)}{t_{a,1}(\xi_1 = 0)} = \frac{\sum_{\xi} f_a(\xi) \prod_{j \neq 1} u_{a,j}(\xi_j)}{\sum_{\xi} f_a(\xi) \prod_{j \neq 1} u_{a,j}(\xi_j)}$$

This shows that refining $\lambda_a$ according to expectation propagation is equivalent to the LDPC decoding step (2.16), and thus that Gallager’s algorithm for the soft
Table 2.6: The notation introduced for belief propagation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{FN} )</td>
<td>the factor neighbors of a parameter</td>
</tr>
<tr>
<td>( \mathcal{PN} )</td>
<td>the parameter neighbors of a factor</td>
</tr>
<tr>
<td>( n )</td>
<td>a message passed from a parameter to a factor</td>
</tr>
<tr>
<td>( m )</td>
<td>a message passed from a factor to a parameter</td>
</tr>
</tbody>
</table>

decoding of LDPC codes is a member of the family of expectation propagation algorithms.

### 2.1.5 Belief Propagation-Factor Graph Formulation

Belief propagation is a method for statistical inference originally given that name by Pearl[13]. It may be considered to be equivalent to a number of other independently developed algorithms, as discussed in [14], and as an instance of the sum product algorithm (which need not involve statistical inference). In this section we show how belief propagation is an instance of expectation propagation. We will use the factor graph form of belief propagation found in [35] and [14]. For readers who are more familiar with the Bayesian network or markov random field formulation, we refer them to [14] which shows the equivalence of the different descriptions.

Like expectation propagation, of central interest in belief propagation is a joint likelihood function for some observations \( r \) and some parameters \( \theta \) which we would like to infer which factors into functions of subsets of the variables \( \theta \). This is mathematically described as

\[
p_{r, \theta}(r, \theta) := \prod_{a=1}^{M} f_a(\theta_a) \quad \theta_a \subset \theta_a
\]

where the factors \( f_a \) are implicitly functions of \( r \), but we have observed a particular value of \( r \) and thus are using that throughout the rest of the discussion, hence
dropping it from the notation. We will assume the parameters $\theta$ to have been
drawn from some finite set $\Theta$.

In its factor graph formulation, belief propagation may be interpreted as a mes-
sage passing algorithm on the parameter factor graph to be discussed in Section
2.2. The parameter factor graph is a bipartite graph whose $N$ “left” nodes corre-
spond to the parameters $\theta_i$ $i \in \{1, \ldots, N\}$ and whose $M$ “right” nodes correspond
to the factors $f_a$ $a \in \{1, \ldots, M\}$. The messages passed from the variable nodes are
defined by the updates

$$n_{1\rightarrow a}(\theta_1) \leftarrow \frac{\prod_{a \in \mathcal{P}N(1) \setminus \{a\}} m_{a^{-1}}(\theta_1)}{\int \prod_{a \in \mathcal{P}N(1) \setminus \{a\}} m_{a^{-1}}(\theta'_1) d\theta'_1}$$

where here $\mathcal{P}N(1)$ denotes the factor nodes that neighbor (i.e. share an edge with)
the parameter node $\theta_1$ and $m_{a^{-1}}(\theta_1)$ is the previous message passed from factor
node $a$ to parameter node $\theta_1$. The messages from the factor nodes the variable
nodes, in turn, are defined by

$$m_{a^{-1}}(\theta_1) = \frac{\int f_a(\theta_a) \prod_{j \in \mathcal{F}N(a) \setminus \{1\}} n_{j\rightarrow a}(\theta_1) d\theta_a \setminus \theta_1}{\int f_a(\theta_a) \prod_{j \in \mathcal{F}N(a) \setminus \{1\}} n_{j\rightarrow a}(\theta_1) d\theta_a} \quad (2.19)$$

Because $\Theta$ is a finite set, we do not actually have to pass functions, but instead
only need to pass parameters of an exponential family with sufficient statistics
$t : \mathbb{R} \rightarrow \mathbb{R}^{|

\Theta_1| - 1}$. Denote the possible values $\Theta_1$ of $\theta_1$ by $\{\alpha_1, \ldots, \alpha_V\}$ then the
sufficient statistics are

$$t_1(\theta_1) := \begin{cases} e_j & \theta_1 = \alpha_j, \ j \neq 1 \\ 0 & \text{otherwise} \end{cases}$$

where $e_j$ is the $j$th column of the identity matrix of dimension $|

\Theta_1| - 1$.

At any given time, our estimate of the a posteriori density for $\theta_1$ is the product
of the two messages on any of its adjacent edges

$$q_1(\theta_1) := n_{1\rightarrow a}(\theta_1)m_{a^{-1}}(\theta_1) = \prod_{a \in \mathcal{N}(1)} m_{a^{-1}}(\theta_1)$$
To see how belief propagation may be interpreted as an instance of expectation propagation, note that the approximating densities \( g_a \) are exponential families with parameters that are the concatenation of \( t_a(\theta_a) \) over all \( a \in \mathcal{P} \mathcal{N}(a) \), so that

\[
t_a(\theta_a) := [t_1(\theta_1)]_{a \in \mathcal{P} \mathcal{N}(a)}
\]

Note that the dependence of \( t_i \) on only one parameter \( \theta_i \) yields the \( t_i \)'s independent of each other within the exponential family, so that for any \( i \in \mathcal{P} \mathcal{N}(a) \)

\[
\int_{\Theta_a} t_i(\theta_i) \exp (t_a(\theta_a) \cdot \lambda_a - \psi_t([\lambda_a]_1)) d\theta_a = \int_{\Theta_i} t_i(\theta_i) \exp (t_1(\theta_1) \cdot [\lambda_a]_1 - \psi_t([\lambda_a]_1)) d\theta_1
\]

(2.20)

Now, identify the message functions in terms of the parameters from the expectation propagation algorithm

\[
n_{i\to a}(\theta_i) := \exp \left( t_i(\theta_i) \cdot \left( \sum_{c \in \mathcal{F} \mathcal{N}(i) \setminus \{a\}} [\lambda_c]_1 \right) - \psi_t_i \left( \sum_{c \in \mathcal{F} \mathcal{N}(i) \setminus \{a\}} [\lambda_c]_1 \right) \right)
\]

and

\[
m_{a\to i}(\theta_a) := \exp (t_1(\theta_1) \cdot [\lambda_a]_1 - \psi_t([\lambda_a]_1))
\]

Next, multiply the belief propagation update equation (2.19) through by \( m_{a\to i}(\theta_a) \) to get

\[
\exp \left( t_i(\theta_i) \cdot \left( \sum_{a \in \mathcal{F} \mathcal{N}(1)} [\lambda_a]_1 \right) - \psi_t_i \left( \sum_{a \in \mathcal{F} \mathcal{N}(1)} [\lambda_a]_1 \right) \right) = \frac{\int f_a(\theta_a) \exp \left( \sum_{c \neq a} \lambda_c \cdot t_c(\theta_c) \right) d\theta \setminus \theta_i}{\int f_a(\theta_a) \exp \left( \sum_{c \neq a} \lambda_c \cdot t_c(\theta_c) \right) d\theta}
\]

(2.21)

which is equivalent to the expectation propagation update equation (2.3), establishing that belief propagation is an instance of expectation propagation.
Table 2.7: Notation introduced for section 2.2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>perm</td>
<td>corresponding permutation</td>
</tr>
<tr>
<td>( v )</td>
<td>elementary statistics vectors</td>
</tr>
<tr>
<td>( n )</td>
<td>message from elementary statistic vector to factor</td>
</tr>
<tr>
<td>( m )</td>
<td>message from factor to elementary statistic vector</td>
</tr>
<tr>
<td>( \mathcal{S}N )</td>
<td>statistics which neighbor a factor/parameter node</td>
</tr>
<tr>
<td>( T )</td>
<td>number of sufficient statistics</td>
</tr>
<tr>
<td>( V )</td>
<td>number of elementary statistics vectors</td>
</tr>
<tr>
<td>( \mathcal{T} )</td>
<td>set of sufficient statistics</td>
</tr>
<tr>
<td>( \mathcal{V} )</td>
<td>set of elementary statistics vectors</td>
</tr>
<tr>
<td>( \mathcal{F} )</td>
<td>set of factors</td>
</tr>
<tr>
<td>( t )</td>
<td>vector containing all statistics</td>
</tr>
<tr>
<td>( e )</td>
<td>an edge</td>
</tr>
<tr>
<td>( \mathcal{E} )</td>
<td>set of edges</td>
</tr>
<tr>
<td>( \mathcal{V} )</td>
<td>set of nodes</td>
</tr>
<tr>
<td>( L )</td>
<td>number of edges</td>
</tr>
<tr>
<td>( \mathcal{EN} )</td>
<td>el. stat. vec.s which neighbor a factor/parameter node</td>
</tr>
</tbody>
</table>
2.2 Message Passing and Reciprocity

Under some special conditions satisfied by all of our previous examples, expectation propagation may be identified as a message passing algorithm on a statistics factor graph. We will focus exclusively on these cases for the remainder of the dissertation, so here we outline these conditions as assumptions for the remainder of the dissertation and discuss their implications including the message passing framework.

The first intuitively reasonable assumption is that the sufficient statistics \( t_a(\theta_a) \) for the approximating density \( g_{a,\lambda_a} \) are also sufficient statistics for the factors \( f_a \) so that \( f_a(\theta_a) = \hat{f}_a(t_a(\theta_a)) \) \( \forall \theta_a \in \Theta_a \). Because we are using \( g_{a,\lambda_a} \) to approximate \( f_a \), this assumption seems reasonable, since it requires that all of the information that \( f_a \) depends on be present in the vector \( t_a \).

**As. 1 ( Sufficiency of Approximating Statistics):** *The sufficient statistics* \( t_a(\theta_a) \) *for the approximating density* \( g_{a,\lambda_a} \) *are also sufficient statistics for the factors* \( f_a \).

Next, we construct the statistics factor graph. In most cases, the same statistic will occur in several places (i.e. \( [t_a]_1 = [t_c]_j \) for some \( a, c, i, j \)). Collect, then, all of the statistics \( t_i : \Theta \rightarrow \mathbb{R} \) used in the sufficient statistic vectors \( \{t_a(\theta_a) | a \in \{1, \ldots, M\}\} \) for the approximating functions/factors, into the set \( T = \{t_i(\theta_i), i \in \{1, \ldots, T\}\} \) without replication. Collect all of the elements of \( T \) into a vector \( t \).

Next, partition \( T \) up into the disjoint union \( T = \bigcup_j T_j \) such that \( t_i \in T_j \) and \( t_i \in t_a \) implies that for all \( t_k \in T_j \) we have \( t_k \in t_a \). For each \( j \) collect the elements of \( T_j \) into a vector \( v_j \). Our construction now allows us to write each vector \( t_a \) as the concatenation of several \( v \)'s. Once again, it is likely that the same \( v_i \) will
appear in several t’s. We can now depict this replication of a statistic \( \mathbf{v}_j \) in several t’s via a factor graph [14].

**Def. 1 (Factor Graph):** A factor graph \((\mathcal{V}, \mathcal{E})\), is undirected bipartite graph representing a particular multiplicative factorization of a function, e.g.

\[
f(x) := \prod_a f_a(x_a), \quad x_a \subset x
\]

(where \( x_a \subset x \) indicates that the elements of the former vector are a subset of the elements of the latter). The graph, like any other undirected graph, is an ordered pair of two sets, a set of nodes \( \mathcal{V} \) and a set of edges \( \mathcal{E} \), which are unordered pairs of nodes. The nodes in the graph are divided into two sets, a set \( \mathcal{V} = \{x_1, \ldots, x_T\} \) of variable nodes, and a set \( \mathcal{F} = \{f_1, \ldots, f_M\} \) of factor nodes. An edge \( e \in \mathcal{E} \) may only connect a variable node to a factor node and appears only if the variable associated with the variable node is an argument of the factor associated with the factor node.

In our case, the variable node set \( \mathcal{V} := \{\mathbf{v}_j\} \) and the factor node set is \( \mathcal{F} := \{\hat{f}_a | a \in \{1, \ldots, M\}\} \). An edge connects \( \mathbf{v}_j \) with \( \hat{f}_a \) if \( \hat{f}_a \) has as an argument \( \mathbf{v}_j \), which of course happens if \( \mathbf{v}_j \) is a vector formed from a subset of the elements of \( t_a \) (i.e. \( \mathbf{v}_j \subset t_a \)). We call the graph that results a statistics factor graph, an example of which is shown in Figure 2.5.

We can also form a second factor graph that we will call the parameter statistics graph, an example of which is shown in Figure 2.6. This is again a bipartite graph with a set of “left” nodes which are the elements \( \{\theta_1\} \) of the parameter vector \( \mathbf{\theta} \) and a set of “right” nodes which are the elementary statistics vectors \( \{\mathbf{v}_j\} \). Each of the elementary statistics vectors \( \mathbf{v} = \mathbf{v}_j(\mathbf{\theta}_{v,j}) \) depends on a subset \( \mathbf{\theta}_{v,j} \) of the original parameters \( \mathbf{\theta} \). An edge occurs in the parameter statistics graph between a parameter \( \theta_1 \) and an elementary statistics vector \( \mathbf{v}_j \) if and only if \( \mathbf{v}_j \) depends on
\( \theta_1 \), which of course happens if and only if \( \theta_1 \in \theta_{v,j} \).

Note that we may concatenate the parameter statistics graph with the statistics factor graph in a natural manner, since the “right” nodes of the parameter statistics graph are exactly the “left” nodes of the statistics factor graph. We call the graph that results the parameter statistics factor graph.

Our next assumption enforces a sort of regularity in the parameter statistics graph.

**As. 2 (Reciprocity):** The Radon Nikodym derivative \( \mu \) of the Lebesgue measure of inverse image \( t^{-1}(A) \) with respect to the Lebesgue measure of \( A \) factors into the product of functions of \( v_j \)

\[
\mu(t) = \prod_j \mu_j(v_j) \tag{2.22}
\]

A particularly simple way to ensure the reciprocity assumption is to have each...
Figure 2.6: An example of a parameter statistics graph.

Figure 2.7: An example of a parameter statistics factor graph.
parameter appear as an argument for only one elementary statistics vector.

**Prop. 1** (Meaning of Reciprocity): The reciprocity assumption holds if the degree of each parameter (i.e. left node) in the parameter statistics graph is 1.

**Proof:** If the degree of each parameter node $\theta_i$ is one, then it may only appear in one elementary statistics vector $v_j$. Thus, we may partition the vector of parameters $\theta$ into the disjoint concatenation and reordering of the set of vectors $\theta_{v,j}$ which are the arguments of $v_j$ for all $j \in \{1, \ldots, V\}$. Let the corresponding permutation, which takes the concatenated $\text{param}_{v,j}$ and reorders them into the order found in $\theta$ be denoted by $\text{perm}$. There is then a one to one correspondence between subsets $\mathcal{A} \subset \Theta$ and subsets $\hat{\mathcal{A}} = \text{perm}(\mathcal{A})$ by simple reordering of the indices of the vector space.

$$
\{\theta|v(\theta) \in \mathcal{A}_1 \times \cdots \times \mathcal{A}_i \times \cdots \times \mathcal{A}_V\} = \text{perm}(\{\theta_{v,1}|v_1(\theta_{v,1}) \in \mathcal{A}_1\} \times \cdots \times \{\theta_{v,V}|v_V(\theta_{v,V}) \in \mathcal{A}_V\}) \quad (2.23)
$$

This, together with the product nature of Lebesgue measure on $\mathbb{R}^V$ and Lebesgue measure on $\mathbb{R}^n$ implies the desired factorization. □

We can intuitively summarize the reciprocity condition as requiring that everywhere that we approximate $\theta_i$ we approximate it with the same statistics and the same exponential family distribution. In other words, we will not approximate $\theta_i$ as a Gaussian distribution in one context, and then simultaneously an exponential distribution in another context. This too, seems intuitively reasonable.

The additional benefit of the reciprocity condition is that now we may consider expectation propagation to be a message passing algorithm on the statistics factor graph. In particular, due to the reciprocity condition (2.22) the EP update
equation (2.4) simplifies to
\[
\frac{\int_{\Theta} t_a(\theta_a) \hat{f}_a(t_a(\theta_a)) \exp (t_a(\theta_a) \cdot \lambda_{\text{in}}) \, d\theta_a}{\int_{\Theta} f_a(t_a(\theta_a)) \exp (t_a(\theta_a) \cdot \lambda_{\text{in}}) \, d\theta_a} = \frac{\int_{\Theta} t_a(\theta_a) \exp (t_a(\theta_a) \cdot (\lambda_{\text{in}} + \lambda_a)) \, d\theta_a}{\int_{\Theta} \exp (t_a(\theta_a) \cdot (\lambda_{\text{in}} + \lambda_a)) \, d\theta_a}
\]

(2.24)

where
\[
[\lambda_{\text{in}}]_1 := \sum_{c \in \mathcal{N}(i) \setminus \{a\}} [\lambda_c]_1 =: [n_{j \rightarrow a}]_1
\]

(2.25)

where \(\mathcal{N}(i)\) are the factors in the statistics factor graph that are neighbors (i.e. share an edge) with the elementary statistics vector \(v_j\) containing \(t_1\), and \([\lambda_c]_1\) is the parameter of the \(c\)th approximating function multiplying the statistic \(t_1\). This shows that it suffices to assume \(t_a = u_a\) (\(u_a\) are the statistics whose exponential family weight the factor \(f_a(\theta_a)\) in the expectation propagation update), since any statistics in \(t\) other than \(t_a\) are independent of \(t_a\) and thus drop out of the a posteriori density for \(\theta_a\).

From (2.24) and (2.25) we can determine the equivalence between expectation propagation and a message passing algorithm on the statistics factor graph. The message passing algorithm may only send messages along edges in the factor graph. The messages from factor node \(f_a\) to the elementary statistics vector \(v_j\) are based on the solutions \(\lambda_a\) to (2.4) and take the form
\[
m_{j \rightarrow a} := [[\lambda_a]_1 | t_1 \in v_j]
\]

that is, they are the components of \(\lambda_a\) which multiply \(v_j \subset t_a\). The messages going in the reverse direction from the elementary statistics vector \(v_j\) to the factor \(f_a\) are defined by (2.25). Of course, due to the simple vector addition form of (2.25), the computation may be done either collectively at the single node \(v_j\), or equivalently \(v_j\) may be split into nodes that are its components \(t_i \in v_j\) and the element-wise addition may be done there separately.
Now that we have clarified how expectation propagation may be interpreted as a message passing algorithm on the statistics factor graph under the reciprocity and sufficiency assumptions, we will move on to discuss some special cases satisfying these assumptions in which the stationary points of expectation propagation are "optimal".
Chapter 3

Special Cases: Convergence and Optimality

In this section, we cover some special cases in which the stationary points of expectation propagation may be easily seen to provide the correct a posteriori values of the parameters.

3.1 Matching Sufficient Statistics

Prop. 2 (Perfectly Matched Case): In the special case that the actual factors $f_a$ are minimal standard exponential family densities whose sufficient statistics match those of the approximating densities $g_a, \lambda_a$, the aggregate approximate density

$$\prod_{a=1}^M g_a, \lambda_a(\theta_a)$$

converges to the true density as soon as all of the factors $g_a, \lambda_a$ have been refined at least once.

Proof: To see this, suppose the parameters of the factors $f_a$ are $\lambda_a^*$. Then, consider the refinement step (2.3) and note that we can make

$$\frac{f_a(\theta_a) \prod_{c \neq a} g_c, \lambda_c(\theta_c)}{\int_{\Theta} f_a(\theta_a) \prod_{c \neq a} g_c, \lambda_c(\theta_c)} = \frac{\prod_c g_c, \lambda_c(\theta_c)}{\int_{\Theta} \prod_c g_c, \lambda_c(\theta_c)}$$

by choosing $\lambda_a = \lambda_a^*$. This then implies that for $\lambda_a = \lambda_a^*$

$$\mathcal{D} \left( \frac{f_a(\theta_a) \prod_{c \neq a} g_c, \lambda_c(\theta_c)}{\int_{\Theta} f_a(\theta_a) \prod_{c \neq a} g_c, \lambda_c(\theta_c)} \bigg| \bigg| \frac{\prod_c g_c, \lambda_c(\theta_c)}{\int_{\Theta} \prod_c g_c, \lambda_c(\theta_c)} \right) = 0$$

Due to the fact, then, that the Kullback Leibler distance is non-negative definite, $\lambda_a = \lambda_a^*$ must be the global minima of the refinement step (2.3). Thus, as soon as
we have refined a approximating factor $g_{a, \lambda_a}$'s parameters $\lambda_a$ we have $g_{a, \lambda_a} = f_a$, which implies that after all of the factors have been refined at least once the aggregate approximating density matches the true density. ■

For the parallel scheduling, for instance, this occurs after only one iteration, and for the cyclic serial iteration this occurs after a single iterative cycle.

**Ex. 1 (Application to Turbo Decoding):** A particularly simple case in which many authors have noted (see, e.g. [32, 36, 37]) that the turbo decoder converges to the true a posteriori probabilities occurs when the component decoder likelihood functions factor into the product of functions of the individual bits. In this case, the likelihood function for the first decoder $p_{r_0 \mid \xi}$ is proportional to an exponential family density (see Appendix D) whose sufficient statistics $t(x) := x$ are the message bits themselves. The likelihood function for the other component decoder admits the same form. Of course, the approximating function has the same sufficient statistics as the factors in this instance, and by Proposition 2, the turbo decoder will converge after a single iteration to the correct a posteriori probabilities. This happens, for instance, if the component codes are repetition codes, because then the component likelihood functions admit the necessary factorization.

### 3.2 Cycle-free Dependence

More generally, the sufficient statistics $t_a(\theta_a)$ for the approximating density $g_{a, \lambda_a}$ are also sufficient statistics for the factors $f_a$ so that $f_a(\theta_a) = \hat{f}_a(t_a(\theta_a)) \forall \theta_a \in \Theta_a$, with the factors $f_a$ not necessarily being members of the minimal standard exponential families. This holds for our setup because we assumed in it Section 2.2.
The special case of interest occurs when the statistics factor graph that we constructed in Section 2.2 has no loops.

**Def. 2 (Cycle-free):** A factor graph is cycle-free if there does not exist a sequence of distinct connected edges \( \{e_1, \ldots, e_L\} \) which connect a node with itself. In other words, if there do not exist \( \{e_1, \ldots, e_L\} \) with \( e_1 \neq e_j \forall i,j \) and for all \( i \) \( e_i = \{c,a\} \), \( e_{i+1} = \{j,a\} \) for some \( c,a,j \) and with \( e_1 = \{c,a\} \) and \( e_L = \{c,j\} \).

Of course, a graph can be cycle-free, but not be connected. To specify whether or not the cycle-free graph is connected it is customary ([38] pp. 5) to call a single connected component within a cycle-free graph a tree, and then a cycle-free graph is referred to as a forest ([38] pp. 6).

We are now ready to prove the following theorem.

**Thm. 1 (Cycle-Free Optimality):** If

1. The sufficiency assumption As. 1 and the reciprocity assumption As. 2 hold.

2. The marginal density

\[
\frac{\int_{t \setminus \mathbf{v}_j} \hat{f}_a(t_a) \prod_{c \neq a} \hat{g}_{c, \lambda_c}(t_c) \mu(t) dt}{\int_{t} \hat{f}_a(t_a) \prod_{c \neq a} \hat{g}_{c, \lambda_c}(t_c) \mu(t) dt}
\]

is a minimal standard exponential family with sufficient statistics \( \mathbf{v}_j \) for all \( \mathbf{v}_j \in t_a \) and for all \( a \in \{1, \ldots, M\} \).

3. The statistics factor graph is cycle-free (i.e. is a forest).

Then, after a finite number of iterations, the aggregate approximate density \( \prod_a g_{a, \lambda_a}(\theta) \) gives the same expected values of the sufficient statistics \( \mathbb{E}[t(\theta)] \) as the true density \( \prod_a f_a(\theta) \). Furthermore, the marginal distributions for the statistics vectors \( \mathbf{v}_j \) derived
from the aggregate approximate density match the marginal distributions of the exact
density, so that

\[
\int_t^{v_j} \prod_a \hat{g}_{a,\lambda_a}(t_a) \mu(t) dt = \int_t^{v_j} \prod_a \hat{f}_{a,\lambda_a}(t_a) \mu(t) dt
\]

**Proof:** This is not as much a theorem as it is just a reshuffling of calculations. We mimic the construction used in [14] to prove the same result for the belief propagation algorithm in the form of the more abstract sum product algorithm. Construct the statistics factor graph. Select an elementary statistics vector \(v_1\) to verify that expectation propagation calculated the a posteriori density for correctly. Redraw the statistics factor graph as a tree rooted at \(v_1\) and descending the page vertically. At each factor node, cut the edge between it and its parent elementary statistics vector node and insert an integration operation over all of the statistics that are children of that factor node. This integration integrates the function passed to it from the its child (the factor node). Each elementary statistics vector \(v_j\) passes to its parent any function passed to it from its children multiplied by the change of variable \((\theta \rightarrow t(\theta))\) Radon Nikodym derivative component from the reciprocity assumption As. \(2 \mu_j(v_1)\). Starting at \(v_1\) and working our way down the tree, we write out the expression for the marginal a posterior distribution for \(v_1\) (multiplied by a scalar which is removed if we divide by the expression’s integral over \(v_1\)). But under the assumptions of the theorem the messages we have passed in this algorithm are just the densities associated with the parameter messages passed in the expectation propagation algorithm (after a finite number of “garbage” steps as the correct messages work their way up the tree to the node of interest). ■

In addition to the example applications of this theory provided below, [14] used
the version of this theorem for belief propagation to elegantly prove convergence of the Kalman filter\cite{39} for linear (least squares) estimation of signals with known linear dynamics, as well as the forward backward algorithm \cite{12} for the decoding of convolutional codes.

**Ex. 2 (Application to LDPC Decoding):** The Tanner graph (see \cite{40} pp. 139) for a LDPC code is the bipartite graph whose adjacency matrix is derived from the parity check matrix. Thus, there are left nodes, which are the transmitted bits output from the error control coder, and there are right nodes, which correspond to the parity check equations. If this graph is cycle-free, then Gallager’s algorithm for the soft decoding of LDPC codes will converge in a finite number of steps to the bitwise a posteriori probabilities for the coded bits. This is because the factor graph which expectation propagation is running on contains a component, corresponding to the parity check equations, that is the Tanner graph, and the remaining factor nodes have degree one. If the code is also systematic, then we will have the bitwise a posteriori probabilities for the message bits.
Chapter 4

Generic Optimality Frameworks

In this section we discuss two constrained optimization problems which yield the expectation propagation stationary points as their interior critical points. The first one, called statistics based Bethe free energy minimization, discussed in Section 4.1 where we generalize its version from belief propagation to general expectation propagation, has an objective function which is only an approximation of the true function we wish to minimize. That inspires us in Section 4.2 to develop a novel intuitive constrained maximum likelihood optimization problem which yields the expectation propagation stationary points as its critical points. We then apply the constrained maximum likelihood optimization framework to particular instances of expectation propagation, the turbo decoder and the belief propagation decoder, in order to illuminate the theory. We conclude the chapter by connecting the two optimization frameworks with a pseudo-duality framework. The reader not familiar with nonlinear programming or the calculus of variations should read Appendix C before tackling this chapter.

4.1 Free Energy Minimization

We begin by reviewing some important quantities in information theory and statistical thermodynamics. Given some equilibrium distribution with pdf $p(\theta)$ on $\theta$, one defines the energy associated with a particular value of $\theta$ to be

$$E(\theta) := -\log (p(\theta))$$
Table 4.1: Notation introduced in the context of free energy minimization.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{E}$</td>
<td>energy function of parameters</td>
</tr>
<tr>
<td>$\mathcal{U}$</td>
<td>average energy functional of distribution on parameters</td>
</tr>
<tr>
<td>$\mathcal{E}$</td>
<td>entropy functional of distribution on parameters</td>
</tr>
<tr>
<td>$\mathcal{G}$</td>
<td>free energy functional of distribution on parameters</td>
</tr>
<tr>
<td>$\rho$</td>
<td>reference distribution</td>
</tr>
<tr>
<td>$\mathcal{q}$</td>
<td>a pdf</td>
</tr>
<tr>
<td>$\mathcal{R}$</td>
<td>a region in a statistics factor graph</td>
</tr>
<tr>
<td>$\mathcal{R}$</td>
<td>a collection of regions</td>
</tr>
<tr>
<td>$\mathcal{N}$</td>
<td>neighbors of a node in the statistics factor graph</td>
</tr>
<tr>
<td>$\mathcal{q}$</td>
<td>a collection of several pdfs</td>
</tr>
<tr>
<td>$\mu$</td>
<td>(Lagrange) multiplier</td>
</tr>
<tr>
<td>$\mu$</td>
<td>vector of multipliers</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>number of constraints</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>Lagrangian of the statistics based Bethe free energy minimization</td>
</tr>
<tr>
<td>a.e.</td>
<td>almost everywhere (term from measure theory)</td>
</tr>
</tbody>
</table>
Given a particular distribution on $\theta$ with pdf $q(\theta)$, we then are able to define the average energy of this distribution as

$$\mathcal{U}(q) := \int_{\Theta} q(\theta)E(\theta)d\theta$$

The entropy of a distribution is defined as

$$\mathcal{E}(q) := -\int_{\Theta} q(\theta) \log(q(\theta)) d\theta$$

The free energy of a distribution is then its average energy minus its entropy

$$\mathcal{G}(q) := \mathcal{U}(q) - \mathcal{E}(q)$$

which allows us to identify the free energy as the Kullback Leibler divergence between $q$ and the equilibrium distribution $p$

$$\mathcal{D}(q||p) := \int_{\Theta} q(\theta) \log\left(\frac{q(\theta)}{p(\theta)}\right) d\theta = \mathcal{U}(q) - \mathcal{E}(q) = \mathcal{G}(q)$$

Owing to the convexity of the Kullback Leibler divergence in its first argument, the free energy is convex, so that for any two distributions $q_0$ and $q_1$ and $\lambda \in [0, 1]$, we have

$$\mathcal{G}(\lambda q_0 + (1 - \lambda)q_1) \leq \lambda \mathcal{G}(q_0) + (1 - \lambda)\mathcal{G}(q_1)$$

Furthermore, the free energy is non-negative definite with equality to zero if and only if the argument distribution is equal to the equilibrium distribution $q = p$ a.e. $q$.

$$\mathcal{G}(q) \geq 0, \mathcal{G}(q) = 0 \iff q = p \text{ a.e. } q$$

This motivates using free energy minimization to determine the equilibrium distribution, since we know that the equilibrium distribution is a global minimum over all distributions of the free energy.
Unfortunately, exact free energy minimization often has computational complexity that is too high, and so we must settle for minimizing approximations to the free energy. One class of approximations discussed in [35] are region based approximations, which are relevant in a context where the parameter space $\Theta$ is finite. We generalize that idea here, allowing $\Theta$ to possibly be uncountably infinite and for explicitly structured consistency constraints. We will be working with the parameter factor graph and under the sufficiency assumption $\text{As. 1}$ and reciprocity assumption $\text{As. 2}$. The parameter factor graph, of course, is the bipartite graph whose “left” nodes $\mathcal{V}$ are the parameters $\theta_i \in \mathcal{V} := \{\theta_i | i \in \{1, \ldots, N\}\}$ and whose “right” nodes $\mathcal{F}$ are the factors $f_a \in \{f_a | a \in \{1, \ldots, M\}\}$. An edge connects $\theta_i$ and $f_a$ if $f_a$ has $\theta_i$ as an argument, or equivalently if $\theta_i \in \theta_a$. An example parameter factor graph is depicted in Figure 4.1. Note that an edge occurs in the parameter factor graph between $\theta_i$ and $f_a$ if and only if there is an elementary statistics vector $v_j$ in the parameter statistics factor graph with an edge between $\theta_i$ and $v_j$ (i.e. $\theta_i \in v_j$) as well as an edge between $v_j$ and $f_a$ (i.e. $v_j \subseteq t_a$).

A region $\mathcal{R}$ of the parameter factor graph is defined as the ordered pair $\mathcal{R} := (\mathcal{V}_\mathcal{R}, \mathcal{F}_\mathcal{R})$ of a set $\mathcal{V}_\mathcal{R}$ of parameter nodes and a set of factor nodes $\mathcal{F}_\mathcal{R}$ such that if a factor node $f_a$ belongs to $\mathcal{F}_\mathcal{R}$ then all of the parameter nodes connected to that factor node are in $\mathcal{V}_\mathcal{R}$. Given a region $\mathcal{R}$, we can then define a region based energy

$$E_\mathcal{R}(\theta_\mathcal{R}) := - \sum_{a \in \mathcal{F}_\mathcal{R}} \ln(f_a(\theta_a))$$ (4.1)

where $\theta_\mathcal{R}$ is the vector formed by concatenating the elements of $\theta_a$ for each $a \in \mathcal{F}_\mathcal{R}$, or equivalently the vector whose elements are the set $\mathcal{V}_\mathcal{R}$. Then, given a distribution on the variable nodes within the region, $q_\mathcal{R}$, we can define a region based average
Figure 4.1: An example of a parameter factor graph.

energy

\[ U_R(q_R) := \int_{\theta_R} q_R(\theta_R) E_R(\theta_R) d\theta_R \]  

(4.2)

where \( \Theta_R := \Theta_{i_1} \times \cdots \times \Theta_{i_{|R|}} \) is the subset of the parameter space associated with the parameters in \( \theta_R = \begin{bmatrix} \theta_{i_1}, \ldots, \theta_{i_{|R|}} \end{bmatrix} \).

We can also define a region based entropy

\[ C_R(q_R) := -\int_{\theta_R} q_R(\theta_R) \ln(q_R(\theta_R)) d\theta_R \]

The idea now is to use a collection \( \mathcal{R} \) of regions to cover the original statistics factor graph, cleverly summing up the region based entropies and region based average energies so as to hopefully well-approximate the entropy of the graph. Part of summing the regions cleverly can be summarized by requiring that each parameter node and each factor node only gets counted once via the use of counting
numbers. In particular one forms the approximate entropy

\[ E_R(q_R) := \sum_{R \in \mathcal{R}} c_R E_R(q_R) \]

the approximate average energy

\[ U_R(q_R) := \sum_{R \in \mathcal{R}} c_R U_R(q_R) \]

and the approximate free energy

\[ G_R(q_R) := U_R(q_R) - E_R(q_R) \quad (4.3) \]

where the counting numbers \( c_R \) are chosen so that each node only gets counted once, so that

\[ \sum_{R \in \mathcal{R}} c_R 1_{i \in R} = 1 \quad \forall i \in \mathcal{F} \bigcup \mathcal{V} \]

and where we denoted for notational simplicity \( q_R \) to be the collection of densities defined on \( R \in \mathcal{R} \)

\[ q_R := [q_R | R \in \mathcal{R}] \]

Of course, we will need to enforce that the \( q_R \)'s are probability density functions

\[ \int_{\Theta_R} q_R d\theta_R = 1, \quad q_R(\theta_R) \geq 0 \quad \forall \theta_R \in \Theta_R, \quad \forall R \in \mathcal{R} \quad (4.4) \]

It will also be necessary to enforce some sense of consistency between the \( q_R \)'s, because they are supposed to be approximating marginal densities of some single joint density \( q(\theta) \). The sense of consistency we will use in the following development is consistency in the means of the statistics common to different regions.

\[ E_{q_{R_1}} [t_1(\theta_{v_1})] = E_{q_{R_2}} [t_1(\theta_{v_1})] \quad \forall R_1, R_2 \in \mathcal{R}, \quad \forall t_1 \in SN(\mathcal{V}_{R_1}) \bigcap SN(\mathcal{V}_{R_2}) \quad (4.5) \]

where \( SN(\mathcal{A}) \) for \( \mathcal{A} \subset \mathcal{V} \) is the set of statistics \( t_1 \) contained in the elementary statistics vectors \( v_j \) which share an edge with a parameter in \( \mathcal{A} \) in the parameter
statistics graph. Equivalently, \( SN(\mathcal{A}) \) are the set of statistics that depend on (i.e. have as an argument) a parameter \( \theta_i \in \mathcal{A} \). It is thus through these consistency constraints that the “statistics” part of the parameter statistics factor graph are relevant.

We call the free energy approximation (4.3) together with the consistency constraints (4.5) and density constraints (4.4) a statistics based approximation to distinguish it from the region based approximations that inspired it which had different consistency constraints.

The particular statistics based approximation we will consider may be related to the one proposed by Hans Bethe in the context of studying the Curie temperature in ferromagnets (see [35] for the relevant references). One selects

\[
\mathcal{R}_{\text{Bethe}} := \{ \{ \theta_{v,i} \} | \ i \in \{1, \ldots, V\} \} \bigcup \{ \{ \theta \} \cup \{ \theta_{v,i} | \theta_{v,i} \subseteq \theta \} \}
\]

in order to define

\[
\mathcal{E}_{\text{Bethe}}(q_{\mathcal{R}_{\text{Bethe}}}) := \sum_{i=1}^{V}(1 - |\mathcal{N}(i)|) \mathcal{E}_{v,i}(q_{v,i}) + \sum_{a=1}^{N} \mathcal{E}_{a}(q_{a})
\]

where

\[
\mathcal{E}_{v,i}(q_{v,i}) := -\int_{\Theta_{v,i}} q_{v,i}(\theta_{v,i}) \log(q_{v,i}(\theta_{v,i})) \, d\theta_{v,i}
\]

and

\[
\mathcal{E}_{a}(q_{a}) := -\int_{\Theta_{a}} q_{a}(\theta_{a}) \log(q_{a}(\theta_{a})) \, d\theta_{a}
\]

and \( \mathcal{N}(i) \) are the factor nodes which neighbor the elementary statistics vector containing \( i \). The corresponding approximate average energy is

\[
\mathcal{U}_{\text{Bethe}}(q_{\mathcal{R}_{\text{Bethe}}}) := -\sum_{a \in \mathcal{F}} \int_{\Theta_{a}} q_{a}(\theta_{a}) \log(f_{a}(\theta_{a})) \, d\theta_{a}
\]

which then, of course, yields an approximate free energy of

\[
\mathcal{S}_{\text{Bethe}}(q_{\mathcal{R}_{\text{Bethe}}}) := \mathcal{U}_{\text{Bethe}}(q_{\mathcal{R}_{\text{Bethe}}}) - \mathcal{E}_{\text{Bethe}}(q_{\mathcal{R}_{\text{Bethe}}})
\] (4.6)
It turns out that the expectation propagation algorithm under the sufficiency assumption $A_1$ and the reciprocity assumption $A_2$ is intimately related to the Bethe approximation to the free energy together with the statistics consistency constraints (4.5), as we show with the following theorem.

**Thm. 2 (Statistics Based Bethe Free Energy Minimization):** The stationary points of the expectation propagation algorithm are interior critical points of the Lagrangian\(^1\) for the optimization problem

$$q^*_\text{Bethe} = \arg \min_{q_\text{Bethe} \in \mathcal{Z}} \mathcal{G}_\text{Bethe}(q_\text{Bethe})$$

where the constraint set $\mathcal{Z}$ requires that the candidate $q_a$s and $q_i$s must be probability density functions and obey the consistency constraints.

Here by *critical point*, we mean a location $q^*_\text{Bethe}$ where the variation \(^41\) of the Lagrangian is zero. The Lagrangian function is the objective function (i.e. the function we wish to minimize) plus the constraints, each multiplied by a separate real number called a Lagrange multiplier. Note that the variation of the Lagrangian being equal to zero is a necessary condition for an extrema of the constrained free

\[^1\text{Here, we use Lagrangian to mean the objective function(al) plus the constraint function(al)s weighted by real numbers called the Lagrange multipliers. This is a separate meaning from what is occasionally used in the context of the calculus of variations.}\]
energy functional as long as the variation of the constraints are linearly independent (see [41] Thm. 1, pp. 43 for the one constraint version). Note that for the purposes of our discussion, it will suffice for the reader not familiar with the calculus of variations to consider the variation to be like a partial derivative and the integral to be like a sum. We will assume interior critical points, so that we consider \( q_{\theta_{\text{Bethe}}} \) such that

\[
q_a(\theta_a) > 0 \quad \forall \theta_a \in \Theta_a \tag{4.7}
\]

and

\[
q_{v,i}(\theta_{v,i}) > 0 \quad \forall \theta_{v,i} \in \Theta_{v,i} \tag{4.8}
\]

**Proof:** Since with (4.7) and (4.8) we are assuming that the inequality constraints are inactive, their Lagrange multipliers must all be zero, and thus our Lagrangian \( L \) will contain only the objective function and the equality constraints multiplied by the Lagrange multipliers, which we stack into a vector \( \mu \) for brevity.

\[
L := \mathcal{O}_{\text{Bethe}}(q_{\theta_{\text{Bethe}}}) - \sum_{a=1}^N \mu_a \left( \int_{\Theta_a} q_a(\theta_a) d\theta_a - 1 \right) \\
- \sum_{i=1}^V \mu_{v,i} \left( \int_{\Theta_{v,i}} q_{v,i}(\theta_{v,i}) d\theta_{v,i} - 1 \right) \\
- \sum_{a=1}^N \sum_{i \in \mathcal{E}N(a)} \mu_{a,i} \cdot \left( \mathbb{E}_{q_a} [v_i(\theta_{v,i})] - \mathbb{E}_{q_{v,i}} [v_i(\theta_{v,i})] \right) \tag{4.9}
\]

The variation of the Lagrangian with respect to \( q_a \) is

\[
\frac{\delta L}{\delta q_a(\theta_a)} = - \ln (f_a(\theta_a)) + \ln (q_a(\theta_a)) + 1 - \mu_a - \sum_{i \in \mathcal{E}N(a)} \mu_{a,i} \cdot v_i(\theta_{v,i}) \tag{4.10}
\]

where \( \mathcal{E}N(a) \) are the set of indices for the elementary statistics vector nodes sharing an edge in the statistics factor graph with the factor \( f_a \). Here we have used \( \frac{\delta L}{\delta q_a(\theta_a)} \) to represent the variation if the reference measure has uncountable support and to represent the normal partial derivative if the reference measure has countable
support. Similarly, the variation of the Lagrangian with respect to $q_{v,1}$ is

$$\frac{\delta L}{\delta q_{v,1}(\theta_{v,1})} = (1 - |\mathcal{N}(1)|) \ln(q_{v,1}(\theta_{v,1})) + 1 - \mu_{v,1} + \sum_{a \in \mathcal{N}(1)} \mu_{a,1} \cdot v_{1}(\theta_{v,1}) \quad (4.11)$$

Setting (4.10) and (4.11) equal to zero and solving for $q_{a}(\theta_{a})$ and $q_{v,1}(\theta_{v,1})$ respectively yields

$$q_{a}(\theta_{a}) = f_{a}(\theta_{a}) \exp \left( \sum_{i \in \mathcal{E}(a)} \mu_{a,1} \cdot v_{i}(\theta_{v,1}) + \mu_{a} - 1 \right) \quad (4.12)$$

and

$$q_{v,1}(\theta_{v,1}) = \exp \left( \sum_{a \in \mathcal{N}(1)} \mu_{a,1} \cdot v_{1}(\theta_{v,1}) - \mu_{v,1} \right) \quad (4.13)$$

Now, if we make the substitutions

$$\mu_{a,1} := n_{1 \rightarrow a}$$

where the messages $n_{1 \rightarrow a}$ were defined in (2.25), and if we use $\mu_{v,1}$s and $\mu_{a}$s to satisfy the integrate to unity constraints, we see that the consistency constraints (4.5) are equivalent to the stationary points of the expectation propagation refinement equation (2.24). This shows that the EP stationary points are critical points of the Lagrangian for the statistics based Bethe free energy minimization. ■

Note that special cases of this result were proven for turbo decoding in [42] and for belief propagation decoding (detection) in [35, 43, 44, 45]. [42] uses the connection in order to predict the location of the phase transition (i.e. the location of the waterfall) in turbo codes, whereas [45] focuses on attempting to make better approximations to the variational free energy. Note that one of the ways to make these better approximations is to use better approximating sufficient statistics (which is exactly the notion of expectation propagation separate from belief propagation), which turns out to be a pedagogically clean and quick route of exposition and is the one chosen from the beginning in this dissertation.
4.2 Constrained Maximum Likelihood

In this section, we show how the stationary points of expectation propagation are solutions to a constrained maximum likelihood estimation problem, but first it will be essential to understand how one may find a maximum likelihood or maximum a posteriori estimate by selecting a prior density. In particular, put aside the expectation propagation framework for the moment and simply imagine that one has some observations $r \in \mathcal{Y}$, some parameters $\theta \in \Theta$ and a model $f(r, \theta)$ representing the likelihood of observing $r = r$ and $\theta = \theta$. In the case that $\theta$ is truly random, the model $f$ will be a joint density function, and if it is instead deterministic or has an unknown probability distribution, the model $f$ will be a probability density function for $r$ parameterized by $\theta$. In either case, we have the following proposition.

Prop. 3: One can go about determining the maximum a posteriori or maximum
likelihood estimate (when it exists) \( \hat{\theta}_{\text{ML}} := \arg \max_{\theta \in \Theta} f(r, \theta) \) by asking for the most likely prior density for \( \theta \), that is, by searching for the \( q(\theta) \) such that \( q(\theta) \geq 0 \) for all \( \theta \in \Theta \) and \( \int_{\Theta} q(\theta) d\theta = 1 \) which maximizes the likelihood function

\[
q_{r|q}(r|\theta) = \int_{\Theta} f(r, \theta) q(\theta) d\theta
\]

In particular, if the maximum a posteriori (or likelihood) estimate for \( \theta \) exists, then the pdf which maximizes this expression is a \( \delta \) function (i.e. a Dirac \( \delta \) if \( \Theta \) is continuous and a Kronecker \( \delta \) if \( \Theta \) is discrete) with all of its probability mass at \( \hat{\theta}_{\text{ML}} \)

\[
\hat{q}_{\theta,\text{ML}}(\theta) := \delta(\theta - \hat{\theta}_{\text{ML}})
\]

We can then find the maximum a posteriori (or likelihood) estimate by taking the expectation of \( \theta \) with respect to the most likely prior density

\[
\hat{\theta}_{\text{ML}} = \mathbb{E}_{q_{\theta,\text{ML}}} [\theta]
\]

**Proof:** This is due to the Hölder inequality, which tells us

\[
\int_{\Theta} f(r, \theta) q(\theta) d\theta \leq \left\| f(r, \theta) \right\|_{\infty} \left\| q(\theta) \right\|_{1} = \left\| f(r, \theta) \right\|_{\infty}
\]

where the last equality follows from the fact that \( q \) is a pdf, and \( f(r, \theta) \) is being regarded as a function of \( \theta \). Because the density which attains the maximum is the \( \delta \) function, we can then find the maximum a posteriori (or likelihood) estimate by taking the expectation of \( \theta \) with respect to the most likely prior density

\[
\hat{\theta}_{\text{ML}} = \mathbb{E}_{q_{\theta,\text{ML}}} [\theta]
\]
Proposition 3 validates the roundabout method of determining the maximum a posteriori/likelihood parameters $\theta$ by first determining the maximum likelihood prior density for $\theta$. It turns out that this roundabout method is related to the method which expectation propagation is using to approximate the maximum likelihood/a posteriori detector/estimate.

Returning now to the expectation propagation setup, we begin by introducing extra parameters $x_a \in \Theta$ and $y_a \in \Theta$ representing the outputs of the parameter nodes and the inputs to the statistics nodes to rewrite the joint pdf for the parameters and the received data $r$ as

$$q_{r,x,y}(r, \theta, x, y) := \prod_{a=1}^{M} f_a(y_a) \delta(x_a - \theta) \prod_{a=1}^{M} \delta(x_a - y_a)$$

(4.14)

where $\delta$ is the Dirac $\delta$ distribution if $\Theta$ is uncountable and is the Kronecker $\delta$ function if $\Theta$ is finite. Note that the $\prod_{a=1}^{M} \delta(x_a - \theta)$ is enforcing that all of the $x_a$'s are equal to the parameters $\theta$ and the factor $\prod_{a=1}^{M} \delta(x_a - y_a)$ is enforcing that $x_a = y_a$ for all $a \in \{1, \ldots, M\}$. As we just established, asking for a prior density on $(x, y)$ which maximizes this likelihood function provides a method for determining the maximum likelihood estimate for $x$ and $y$ and thus for $\theta$. Suppose, for instance, that we wish to do so, choosing the prior distribution from the set of standard exponential family distributions which have $x_a$ and $y_a$ chosen independently from each other with sufficient statistics.

Now, suppose that we relaxed the requirement that $x_a = y_a$ for all $a$, by dropping the component of the likelihood function

$$\prod_{a=1}^{M} \delta(x_a - y_a)$$

and approximating the joint distribution for $x, y$ by a distribution specified by choosing $x_a$ and $y_a$ independently according to standard exponential family den-
sities with sufficient statistics $t_a(x_a)$ and $u_a(y_a) := [t_c(y_a)]_{c \neq a}$

$$(x, y) \sim \prod_{a=1}^{M} \exp \left( t_a(x_a) \cdot \lambda_a - \psi(t_a(\lambda_a)) \right) \exp \left( u_a(y_a) \cdot \gamma_a - \psi(u_a(\gamma_a)) \right)$$

thereby approximating the true likelihood function $q_{r,x,y,\theta}(r, x, y, \theta)$ defined in (4.14) with

$$q_{r,x,y,\theta}(r, x, y, \theta) \approx \hat{q}_{r,x,y,\theta}(r, x, y, \theta) \quad (4.15)$$

$$\hat{q}_{r,x,y,\theta}(r, x, y, \theta) := \prod_{a=1}^{M} \delta(x_a - \theta) \prod_{a=1}^{M} \exp \left( t_a(x_a) \cdot \lambda_a - \psi(t_a(\lambda_a)) \right) \exp \left( u_a(y_a) \cdot \gamma_a - \psi(u_a(\gamma_a)) \right) \quad (4.16)$$

This approximation, in turn, yields an approximate likelihood function for $\lambda, \gamma$ via

$$\hat{q}_{r|\lambda,\gamma}(r|\lambda, \gamma) := \int_{\Theta} \int_{\Theta} \int_{\Theta} \hat{q}_{r,x,y,\theta}(r, x, y, \theta) dx dy d\theta \quad (4.17)$$

Of course, to make this approximation (4.15) which replaces the requirement $x = y$ with independence of $x, y$ accurate, we will have to consider only distributions for $x, y$ which have a high probability of selecting $x = y$. We can control the error introduced by this approximation by constraining the $\lambda$ and $\gamma$ considered to lie within the constraint set described by the equation

$$C_\epsilon := \left\{ (\lambda, \gamma) \left| \sum_{a=1}^{M} \log \left( \frac{\int_{\Theta} \exp(t_a(\theta) \cdot \lambda_a + u_a(\theta) \cdot \gamma_a) d\theta}{\int_{\Theta} \exp(t_a(x_a) \cdot \lambda_a) dx_a \int_{\Theta} \exp(u_a(y_a) \cdot \gamma_a) dy_a} \right) = \log(\epsilon) \right. \right\} \quad (4.18)$$

In particular, if $\Theta$ is finite, so that the measure we are using is a counting measure, this constraint set may be interpreted as the set of $(\lambda, \gamma)$ such that the probability that $x_a = y_a \forall a \in \{1, \ldots, M\}$ is equal to $\epsilon$. Choosing, within the finite context, a constraint value $\epsilon$ equal to one, we recover $x_a = y_a$ with probability one according to the joint measure on $x$ and $y$. 
If, on the other hand \( \Theta \) is uncountably infinite, the constraint set more closely reflects \( x \approx y \) for large \( \epsilon \gg 1 \), since the probability that two continuous (independent) random variables are equal is zero. To get a more rigorous handle on what we mean by \( x \approx y \) consider the probability that \( x \) and \( y \) are no more than \( \rho \) apart

\[
\mathbb{P}[\| x - y \| \leq \rho] = \int_{\{ (x,y) \in \Theta^2 \mid \| x - y \| \leq \rho \}} q_x(x)q_y(y) \, dx \, dy
\]

\[
= \int_{\{ (x,y) \mid \| x - y \| \leq \rho \}} q_x(x) \left( q_y(x) + (\nabla_y q_y)^T (y - x) + o(\rho) \right) \, dx \, dy
\]

\[
= V(\rho) \left( \int_{\Theta} q_x(x)dx + o(\rho) \right)
\]

\[
= V(\rho) (\epsilon + o(\rho))
\]

(4.19)

where \( V(\rho) \) is the Lebesgue measure of the ball \( \{ x \mid \| x \| \leq \rho \} \) and the last equality holds for \( (q_x, q_y) \in C_\epsilon \). Thus, making \( \epsilon \) very large, we are forcing higher probabilities of \( \mathbb{P}[\| x - y \| \leq \rho] \) for small \( \rho \).

We now show how expectation propagation is intimately related to maximizing the approximate likelihood function (4.17) subject to the constraints (4.18).

**Thm. 3 (Maximum Likelihood Interpretation of Expectation Propagation):** The stationary points of expectation propagation solve the first order necessary conditions for the constrained optimization problem

\[
(\lambda^*, \gamma^*) := \arg \max_{(\lambda, \gamma) \in C_\epsilon} \log(q_r|\lambda, \gamma(r|\lambda, \gamma))
\]

subject to a Lagrange multiplier \( \mu = -1 \).

**Proof:** The proof of this theorem is logically direct. First one forms the Lagrangian by adding the objective function to the constraining function times a Lagrange multiplier \( \mu \).

\[
L := \log(q_r|\lambda, \gamma(r|\lambda, \gamma)) + \mu \log \left( \int_{\Theta} \exp(t_a(\theta) \cdot \lambda_a + u_a(\theta) \cdot \gamma_a) \, d\theta \right)
\]

\[
= \int_{\Theta} \exp(t_a(x_a) \cdot \lambda_a) dx_a \int_{\Theta} \exp(u_a(y_a) \cdot \gamma_a) dy_a
\]
Substituting in the Lagrange multiplier \( \mu = -1 \) gives

\[
L = \sum_{a=1}^{M} \log \left( \int_{\Theta} f_a(y_a) \exp (u_a(y_a) \cdot \gamma_a) \, dy_a \right) + \log \left( \int_{\Theta} \exp \left( \sum_{c=1}^{M} t_c(\theta_c) \cdot \lambda_c \right) \, d\theta \right) - \sum_{a=1}^{M} \log \left( \int_{\Theta} \exp \left( t_a(\theta_a) \cdot \lambda_a + u_a(\theta_a) \cdot \gamma_a \right) \, d\theta_a \right)
\]

(4.20)

The first order necessary conditions stipulate that the gradient of the Lagrangian with respect to the parameters must be zero. The gradient of the Lagrangian, subject to \( \mu = -1 \), in this instance is

\[
\nabla_{\lambda_a} L = \frac{\int_{\Theta} t_a(\theta_a) \exp \left( \sum_{c=1}^{M} t_c(\theta_c) \cdot \lambda_c \right) \, d\theta}{\int_{\Theta} \exp \left( \sum_{c=1}^{M} t_c(\theta_c) \cdot \lambda_c \right) \, d\theta} - \frac{\int_{\Theta} t_a(\theta) \exp \left( t_a(\theta) \cdot \lambda_a + u_a(\theta) \cdot \gamma_a \right) \, d\theta}{\int_{\Theta} \exp \left( t_a(\theta) \cdot \lambda_a + u_a(\theta) \cdot \gamma_a \right) \, d\theta} \quad (4.21)
\]

\[
\nabla_{\gamma_a} L = \frac{\int_{\Theta} u_a(y_a) f_a(y_a) \exp \left( u_a(y_a) \cdot \gamma_a \right) \, dx_a}{\int_{\Theta} f_a(y_a) \exp \left( u_a(y_a) \cdot \gamma_a \right) \, dx_a} - \frac{\int_{\Theta} u_a(\theta) \exp \left( t_a(\theta) \cdot \lambda_a + u_a(\theta) \cdot \gamma_a \right) \, d\theta}{\int_{\Theta} \exp \left( t_a(\theta) \cdot \lambda_a + u_a(\theta) \cdot \gamma_a \right) \, d\theta} \quad (4.22)
\]

Subject to the sufficiency assumption As. 1 and to the reciprocity assumption As. 2, \( t_a \) and \( u_a \) may be interchanged in these equations because they are always equal (we discussed this in Section 2.2). Thus, setting (4.21) equal to zero and solving for \( \gamma_a \) ensures the equivalence between solving (4.22) set equal to zero for \( \lambda_a \) and refining \( \lambda_a \) according to the EP refinement rule (2.24). In fact, the parameters \( \lambda_a \) can be identified with the messages (2.25) from the factor nodes to the elementary statistics vector nodes and the parameters \( \gamma_a \) may be identified with the messages (2.24) from the elementary statistics vector nodes and the factor nodes. Thus, when the parameters are equal to those messages and are such that \( \nabla_{\lambda_a} L = 0 \) and \( \nabla_{\gamma_a} L = 0 \) for all \( a \in \{1, \ldots, M\} \), then the messages correspond to a stationary point of expectation propagation. ■
Note that it is rather atypical to set a Lagrange multiplier in a problem, usually one sets a constraint value and then gets a resulting Lagrange multiplier. We will see the theoretical significance of choosing $-1$ in Section 4.3. Here we address its practical significance in the case that $\Theta$ is finite. In particular, choosing the Lagrange multiplier to be $-1$ ensures that the gradient of the likelihood function under the false independence assumption is equal to the gradient of the constraint at a critical point.

$$\nabla L = 0 \iff \nabla \hat{q}_{\lambda, \gamma}(r|\lambda, \gamma) = \nabla P [x = y|\lambda, \gamma]$$

This means that, to first order, the change in the constraint and the change in the likelihood function are equal as one moves away from a stationary point. In the finite $\Theta$ context often one takes decisions on the convergent values of the parameters $(\lambda^*, \gamma^*)$ by selecting a particular $x = y$ as the most likely candidate and throwing all other information away (take for instance the binary case where $\lambda$ and $\gamma$ are vectors of log likelihood ratios). Because this forces $x = y$ and puts all probability on one value $x = x^* = y$, it is accompanied by a large (in fact, the largest possible, since probabilities must be less than one) increase in the value of the constraint. The Lagrange multiplier being $-1$, then, ensures that this large increase in the constraint is accompanied by an equivalently large increase in likelihood under the false independence assumption, to first order.

In the next section, we apply the results we developed to the turbo decoder and the section following that applies the results to the belief propagation decoder.

### 4.2.1 Application to Turbo Decoding

An accurate justification for why the turbo decoding strategy performs as well as it does is still lacking. While it has been proven that turbo codes have good distance
properties, which would be relevant for maximum likelihood decoding, a proper connection of the suboptimal turbo decoder with maximum likelihood decoding has been lacking. This is exacerbated by the fact that the turbo decoder, unlike most of the designs in modern communications systems engineering, was not originally introduced as a solution to an optimization problem. This has made explaining just why the turbo decoder performs as well as it does very difficult. Significant progress has been made with EXIT style analysis [46] and density evolution [47], but these techniques ultimately appeal to results which become valid only when the block length grows rather large. Other attempts, such as connections to factor graphs [14] and belief propagation [33], have been largely unsuccessful at showing convergence due to loops in the turbo coding graph. The information geometric attempts [48], [49], [36], [50], and [51], in turn have been inhibited by an inability to efficiently describe extrinsic information extraction as an information projection.

None of these convergence frameworks, so far, have identified the optimization problem that the decoder is attempting to solve. The connection between the stationary points of belief propagation and the critical points of the constrained Bethe free energy, discussed for various cases in this dissertation in Section 4.1 and in [44, 45, 52, 43, 35] does recognize that belief propagation is related to an approximation in statistical physics which is a constrained optimization, but it is difficult to gain intuition as to why one would like to minimize the objective function, since the Bethe free energy is not exact in factor graphs with loops. In this subsection, we will show that the turbo decoder admits an exact interpretation as attempting to find a solution to a particular intuitively pleasing constrained optimization problem by applying the result we just developed for expectation propagation in Section 4.2. In our formulation of the constrained optimization problem, it will
become clear that the turbo decoder is calculating a constrained maximum likelihood sequence detection. This is to be contrasted to the claims in [44, 45, 52, 43] that belief propagation decoding results in estimates of the maximum likelihood bitwise detection, owing to the fact that the existing proofs of convergence within that arena were for the product density case in which the maximum likelihood sequence detection and the maximum likelihood bitwise detections corresponded. Of course, the constraints change the problem from pure word-wise maximum likelihood detection to something that is generically (i.e. in factor graphs with loops) neither wordwise nor bitwise detection.

After interpreting what Proposition 3 means in the context of decoding, we will apply Theorem 3 to the turbo decoder. Actually, rather than simply copying the theorem to the turbo decoder, we state the same essential idea, using notation native to the turbo decoder. In particular, the parameters in our optimization problem will be the usual parameters used in the turbo decoder. This means that the notation will be slightly different and there will be slight differences in appearances, but fundamentally the theorem remains the same. In order to more deeply understand the constrained maximum likelihood framework developed in Section 4.2 as it applies to the turbo decoder, we must first consider a system which, although it is not exactly equal to that in which the turbo decoder operates, is the system which the turbo decoder assumes in its sense of optimality. We will then provide the optimization interpretation of the turbo decoder. See the notation Tables 2.3 and 2.4.
Maximum Likelihood Decoding

In a typical decoding situation, a binary message $\xi$ is encoded and transmitted over a channel to create the received data $r$. Given $r$ we would like to reconstruct the original message $\xi$. There are two senses of “optimal” when it comes to decoding $\xi$ in the situation where we have no prior probabilities for the outcomes $\{\xi = B_i\}$. In one situation, we wish to minimize the probability of selecting the wrong sequence $\xi$ so as to minimize the block error rate. In another situation we wish to minimize the probability of selecting the wrong bit $\xi_i$ so as to minimize the bit error rate. We call the decisions which yield the former the \textit{maximum likelihood sequence detection}, and the decisions which yield the later the \textit{maximum likelihood bitwise detection}. The maximum likelihood sequence detection is then

$$\hat{\xi}_{MLSD} = \arg \max_{\xi \in \{0,1\}^N} p(r|\xi)$$

and the maximum likelihood bitwise detection is

$$\hat{\xi}_i,MLBD = \arg \max_{\xi_i \in \{0,1\}} \sum_{v|x_i = \xi_i} p(r|v)$$

where $p(r|\xi)$ is the likelihood function which results from concatenating the encoder with the channel.

As we discussed in Proposition 3, one can set up maximum likelihood parameter estimation problems which yield these detectors as their solutions. In particular, consider a parameter estimation problem where we are trying to determine the parameters of a factorizable prior PMF on $\xi$ which yields the maximum a posteriori probability of having received $r$. We know from Appendix D that to parameterize the set $\mathcal{M}$, it is sufficient to use a vector of log probability ratios $\lambda$, since the set of factorizable prior PMFs for a binary word $\xi$ is an exponential family with the
trivial sufficient statistics \( t(\xi) = \xi \). Denoting \( B_i \) to be the binary representation of the integer \( i \), Proposition 3 tell us that to estimate \( \xi \) given \( r \) one can solve the problem

\[
\hat{\lambda}_{ML} = \arg \max_{\lambda \in \mathbb{R} \cup \{\pm \infty\}^N} p(r|\lambda) \tag{4.23}
\]

\[
= \arg \max_{\lambda \in \mathbb{R} \cup \{\pm \infty\}^N} \sum_{i=0}^{2^N-1} p(r|\xi = B_i)p(B_i|\lambda) \tag{4.24}
\]

In particular, since we know that for any \( \lambda \) we must have

\[
\sum_{i=0}^{2^N-1} p(B_i|\lambda) = 1
\]

we see that the \( \mathbb{P} \) that maximizes (4.23) takes the form

\[
\mathbb{P}(B_i|\lambda) = \begin{cases} 
1 & B_i = \hat{\xi}_{\text{MLSD}} \\
0 & \text{otherwise}
\end{cases}
\]

because putting any probability mass on any other word would not yield as high a likelihood. This then implies that \( \hat{\lambda}_{\text{ML}} \) are the infinite log probability ratios associated with the word \( \hat{\xi}_{\text{MLSD}} \). In this manner we have seen that the maximum likelihood sequence detector may be viewed as the answer to a maximum likelihood estimation problem.

One can also set up a set of maximum likelihood parameter estimation problems whose answers are the maximum likelihood bitwise detections. In particular,
consider the set of estimation problems

\[
\hat{\lambda}_{i,\text{ML}} = \arg \max_{\lambda \in \mathbb{R} \cup \{-\infty, +\infty\}} \sum_{\xi \in \{0,1\}^N} p(r|\xi)P[\xi_i|\lambda] \quad (4.25)
\]

\[
= \arg \max_{\lambda \in \mathbb{R} \cup \{-\infty, +\infty\}} \left\{ \sum_{\xi \in \{0,1\}^N | \xi_i = 1} p(r|\xi) \left( \sum_{\xi \in \{0,1\}^N | \xi_i = 1} p(r|\xi) \right) \right. \]

\[
\left. \left. + \sum_{\xi \in \{0,1\}^N | \xi_i = 0} p(r|\xi) \right) \right\} \quad (4.26)
\]

From the latter form it is evident that

\[
P[\xi_i = 1|\hat{\lambda}_{i,\text{ML}}] = \begin{cases} 
1 & \sum_{\xi \in \{0,1\}^N | \xi_i = 1} p(r|\xi) > \sum_{\xi \in \{0,1\}^N | \xi_i = 0} p(r|\xi) \\
0 & \text{otherwise}
\end{cases}
\]

which shows that \( \hat{\lambda}_{i,\text{ML}} \) is the (infinite) log probability ratio corresponding to the maximum likelihood bitwise detection.

In general both of these detectors can have high computational complexity for large block lengths unless some structure in the likelihood function can be exploited. We will show rigorously in the next few sections that the turbo decoder, introduced in Section 2.1.1 and 2.1.2, is a computationally efficient means of approximating these optimal detectors.

A Convenient Independence Assumption

In describing the operation of the turbo decoder, it will be advantageous to describe a system like that in which the parallel turbo decoder operates, but in which the messages \( x \) and \( y \) are chosen completely independently of one another as depicted in Figure 4.2 for the parallel case and in Figure 4.3 for the serial case. Under the false assumption that \( x \) and \( y \) were chosen independently of one another according to factorizable PMFs with bitwise log probability ratios \( \lambda_1 \) and \( \lambda_2 \), the likelihood
Figure 4.2: The system which the parallel turbo decoder assumes.

Figure 4.3: The system which the serial turbo decoder assumes.
function for the received data would be
\[
p_{r_s, r_0, r_1 | \alpha, \beta}(r_s, r_0, r_1 | \alpha, \beta) = \left( \sum_i p(r_s, r_0 | x = B_i) \mathbb{P}(x = B_i | \alpha) \right) \left( \sum_j p(r_1 | y = B_j) \mathbb{P}(y = B_j | \beta) \right)
\]
\[
= \left\| \exp(B \alpha + \rho_0) \right\|_1 \left\| \exp(B \beta + \rho_1) \right\|_1 \left\| \exp(B \alpha) \right\|_1 \left\| \exp(B \beta) \right\|_1
\]
(4.27)
in the case of parallel concatenation. This is (4.17) applied to the turbo decoder, where the integrals have now become sums, due to the finite nature of the support measure \( d\theta \) in this instance\(^2\). In (4.28) we used the notation
\[
\rho_0 := \left[ \log \left( p_{r_s, r_0 | x = B_i} (r_s, r_0 | x) \right) \right]
\]
and
\[
\rho_1 := \left[ \log \left( p_{r_s, r_0 | x = B_i} (r_s, r_0 | x) \right) \right]
\]
In the case of serial concatenation we have
\[
p(r | \alpha, \beta) = \left( \sum_i p(r | \xi = B_i) \mathbb{P}(\xi = B_i | \alpha) \right) \sum_j \phi(B_j) \mathbb{P}(y = B_j | \beta)
\]
\[
= \left\| \exp(B \alpha + \rho_0) \right\|_1 \left\| \exp(B \beta + \rho_1) \right\|_1 \left\| \exp(B \alpha) \right\|_1 \left\| \exp(B \beta) \right\|_1
\]
(4.29)
Thus, recalling the definition of \( \psi_x \) from (2.2), the log likelihood function in either (serial or parallel) case is
\[
\log(p(r | \alpha, \beta)) = -\psi_x (B \alpha) - \psi_x (B \beta) + \psi_x (B \alpha + \rho_0) + \psi_x (B \beta + \rho_1)
\]
Furthermore, the decision statistics which the parallel turbo decoder uses to make its decisions, which are the bitwise posterior probabilities at the output of one of
\(^2\)Note that in this special case where there are only two component decoders, we have chosen to leave off the repetition unit, using the constraints to add in the probability that the messages are the same. This simply removes some parameters, which one typically works with during expectation propagation or belief propagation, but are usually not used in the turbo decoder.
the component decoders and have the log probability ratio vector $\alpha + \beta$, may be interpreted under this notation as

$$[P(x_i = y_i = 1|x = y, \alpha, \beta)] = P_B(\alpha + \beta)$$

or the collection over all the bits of the probability that the $i$th bit of $x$ and $y$ are equal to 1, given that $x = y$ and $x$ and $y$ are chosen with factorizable PMFs with log probability ratios $\alpha$ and $\beta$, respectively. Since we have assumed that the first component encoder in the serial turbo encoder is systematic, the serial turbo decoder uses the same statistics for its decisions, but only the elements in $P_B(\alpha + \beta)$ that correspond to systematic bits from that first encoder are needed.

To control this false assumption of independently choosing $x$ and $y$, we will be interested in choosing $\alpha$ and $\beta$ so that the two densities so chosen have a large probability of selecting the same word. This is because we know a priori that $x$ and $y$ are the same, and thus, although we are relaxing the constraint that they be exactly the same in doing the decoding, we want to enforce that they be similar. Thus, at the decoder, we will be interested in the constraint set

$$C = \{(\alpha, \beta)|P(x = y|\alpha, \beta) = c\}$$

which is the set such that the probability of choosing the same message for $x$ and $y$, given that we chose them independently according to the factorizable densities whose bitwise marginals are $\alpha$ and $\beta$ respectively, is fixed to $c$. We will now use the notation

$$P(x = B_i|\alpha) = \frac{\exp(B_i\alpha)}{\|\exp(B\alpha)\|_1}$$

$$P(y = B_i|\beta) = \frac{\exp(B_i\beta)}{\|\exp(B\beta)\|_1}$$
in order to rewrite

$$\mathbb{P}(x = y | \alpha, \beta) = \sum_i \mathbb{P}(x = B_i | \alpha) \mathbb{P}(y = B_i | \beta)$$  \hspace{1cm} (4.31)

$$= \frac{\| \exp(B(\alpha + \beta)) \|_1}{\| \exp(B\alpha) \|_1 \| \exp(B\beta) \|_1}$$  \hspace{1cm} (4.32)

so that

$$\log(\mathbb{P}(x = y | \alpha, \beta)) = \log(\| \exp(B(\alpha + \beta)) \|_1) - \log(\| \exp(B\alpha) \|_1)$$

$$- \log(\| \exp(B\beta) \|_1)$$  \hspace{1cm} (4.33)

$$= \psi_x(B(\alpha + \beta)) - \psi_x(B\alpha) - \psi_x(B\beta)$$  \hspace{1cm} (4.34)

and so that we can write the constraint set as

$$\mathcal{C} = \{(\alpha, \beta) | \psi_x(B(\alpha + \beta)) - \psi_x(B\alpha) - \psi_x(B\beta) = \log(c)\}$$

An Exact Characterization of the Turbo Decoder

In the next theorem we show that the turbo decoder is an iterative attempt to find the maximum likelihood estimate for bitwise log probability ratios $\alpha$ and $\beta$ under the false assumption that $x$ and $y$ where chosen independently of one another according to the bitwise factorizable PMFs with log probability ratios $\alpha$ and $\beta$, respectively. Furthermore, this optimization is performed subject to the constraint that the probability of selecting the same message when selecting $x$ and $y$ in this manner is held constant.

**Thm. 4 (Turbo Decoder Stationary Points):** The turbo decoder stationary points are in a one to one correspondence with the critical points of the Lagrangian of the optimization problem

$$(\alpha^*, \beta^*) = \arg \max_{(\alpha, \beta) \in \mathcal{C}} \log(p(r | \alpha, \beta))$$
subject to a Lagrange multiplier of $-1$.

**Proof:** Form the Lagrangian

$$L(\alpha, \beta) = \log(p(r|\alpha, \beta)) + \mu \left( \log \left( \mathbb{P}[x = y|\alpha, \beta] \right) - \log(c) \right)$$  \hspace{1cm} (4.35)

$$= -\psi_x(B\alpha) - \psi_x(B\beta) + \psi_x(B\alpha + \rho_0) + \psi_x(B\beta + \rho_1) + \mu \left( -\psi_x(B\alpha) - \psi_x(B\beta) + \psi_x(B(\alpha + \beta)) \right)$$ \hspace{1cm} (4.36)

Take its gradient

$$\nabla_\alpha L = -p_{B\alpha} + p_{B\alpha + \rho_0} + \mu \left( -p_{B\alpha} + p_{B(\alpha + \beta)} \right)$$ \hspace{1cm} (4.38)

$$\nabla_\beta L = -p_{B\beta} + p_{B\beta + \rho_1} + \mu \left( -p_{B\beta} + p_{B(\alpha + \beta)} \right)$$ \hspace{1cm} (4.39)

Selecting a Lagrange multiplier of $\mu = -1$, we have

$$\nabla_\alpha L = p_{B\alpha + \rho_0} - p_{B(\alpha + \beta)}$$ \hspace{1cm} (4.40)

$$\nabla_\beta L = p_{B\beta + \rho_1} - p_{B(\alpha + \beta)}$$ \hspace{1cm} (4.41)

Identifying $\alpha$ and $\beta$ with the extrinsic information vectors from the turbo decoder, we see that the $\alpha$ and $\beta$ which solve $\nabla L = 0$ are stationary points of the turbo decoder. This is because $\nabla L = 0$ implies that the bitwise posteriors from the sum of the two extrinsic information vectors are equal to the bitwise posteriors from both of the two component decoders. □

An important fact which sets the turbo decoder apart from most constrained optimization problems is that one does not get to specify the value of $c = \mathbb{P}[x = y|\alpha, \beta]$ before decoding. Instead, if the turbo decoder converges, one may evaluate the constraint function $-\psi_x(B\alpha) - \psi_x(B\beta) + \psi_x(B(\alpha + \beta))$ at the convergent $\alpha$ and $\beta$ to get the $\log(c)$ for which the turbo decoder stationary points are critical points of the optimization problem. Note also that if we have $c = \mathbb{P}[x = y|\alpha, \beta] = 1$ so
that \( \log(c) = 0 \), then the globally optimal solution to the optimization problem is actually the maximum likelihood sequence detection. This then suggests that for convergent values of \( \log(c) \) close to 0, the turbo decoder will provide a detection close to a critical point of the wordwise likelihood function, provided continuity in \( \log(c) \) of the solutions to the optimization problem.

Given the importance of selecting the Lagrange multiplier \( \mu = -1 \), from here on, we will always select \( \mu = -1 \) when we refer to the Lagrangian. Because the condition that the gradient of the Lagrangian is equal to zero is necessary, but not always sufficient, for a point to be the global optima, we must characterize the type of critical points which are possible. In particular, we wish to know whether or not the critical points of the Lagrangian are at least local maxima of the constrained optimization problem. Generally speaking one can converge to either a maximum or minimum, although if one replaces the Lagrangian with the expectation of the Lagrangian over the received data one can guarantee that there is only a global maximum.

**Thm. 5 (Critical Point Characterization):** The expected Lagrangian has only one critical point which is a maximum of the expected constrained optimization problem.

Here, the expectation is taken over the received information \( r \) given \( \alpha, \beta \).

**Proof:** To see this, consider the value of the Lagrangian within the constraint space

\[
L = -\psi_x(B(\alpha + \beta)) + \psi_x(B\alpha + \rho_0) + \psi_x(B\beta + \rho_1) \tag{4.42}
\]

\[
= -\psi_x(B\alpha) - \psi_x(B\beta) + C + \psi_x(B\alpha + \rho_0) + \psi_x(B\beta + \rho_1) \tag{4.43}
\]

where in the latter equation we substituted in the constraint. Now, note from this
that \( L \) thus is the sum of two log likelihood functions within the constraint space

\[
L = (-\psi_x (B\alpha) + \psi_x (B\alpha + \rho_0)) + (-\psi_x (B\beta) + \psi_x (B\beta + \rho_1)) \tag{4.44}
\]

\[
= \log(p(r_s, r_0|\alpha)) + \log(p(r_1|\beta)) \tag{4.45}
\]

This then implies that the second derivative of the Lagrangian within the constraint set has a mean which is the negative of the Fisher information matrix, call it \( J \), since the Fisher information matrix is defined as

\[
J = -\left( \begin{array}{cc}
\int \nabla^2_{\alpha, \alpha}\{\log(p(r|\alpha, \beta))\} p(r|\alpha, \beta) dr & 0 \\
0 & \int \nabla^2_{\beta, \beta}\{\log(p(r|\alpha, \beta))\} p(r|\alpha, \beta) dr
\end{array} \right)
\]

where we have used \( \nabla^2 \{\cdot\} \) here to denote the operator which takes a function to its Hessian matrix of second order partial derivatives. The well known fact, then, that the Fisher information matrix is positive semi-definite, then shows that the expectation of the Hessian matrix of the Lagrangian \( L \) is negative semi-definite. This implies then, by Theorem 4.5 of \[53\], the function \( E[L] \) is concave, where \( E \) denotes expectation with respect to \( p(r|\alpha, \beta) \), and thus has a unique global maxima. Roughly speaking, this means that \( L \) is concave, and thus has a unique global maximum, on average. \( \blacksquare \)

Two important distinctions are made in the previous theorem. First of all, while the expected value of the Lagrangian is concave within the constraint space, and thus has a unique global maximum and no spurious local maxima, we are not guaranteed that for a particular sample \( r_s, r_0, r_1 \) there is only one solution to \( \nabla L = 0 \). In fact, Figure 4.4 shows that, even for \( N = 2 \), it is possible, depending on \( r_s, r_0, r_1 \) for this convergent point to be either a maximum or minimum. Another important distinction is that while the expected value of the Lagrangian is concave within the constraint space, it is not necessarily concave outside of the constraint.
Figure 4.4: L for two different sample values of \( \rho_0 \) and \( \rho_1 \) for \( N = 2 \) bits and simple parity check codes. Here, the line indicates \( C \), and \( x \) marks the spot to which the Turbo Decoder converges given an initialization at \((\frac{1}{2}, \frac{1}{2})\). The \( p_0 \) and \( p_1 \) axes are the bitwise marginal probabilities associated with \( \alpha \), and we are always selecting \( \beta = \pi(B\alpha + \rho_0) - \alpha \). In one instance we have converged to a local minimum along \( C \), and in another to a local maximum along \( C \).

space. In fact, one can show that outside of the constraint space

\[
\nabla^2_{\alpha, \alpha} L = P_{B\alpha + \rho_0} - P_{B\alpha + \rho_0} P_{B\alpha + \rho_0}^T - (P_{B(\alpha + \beta)} - P_{B(\alpha + \beta)} P_{B(\alpha + \beta)}^T) \tag{4.46}
\]

\[
\nabla^2_{\alpha, \beta} L = - (P_{B(\alpha + \beta)} - P_{B(\alpha + \beta)} P_{B(\alpha + \beta)}^T) \tag{4.47}
\]

\[
\nabla^2_{\beta, \beta} L = P_{B\alpha + \rho_0} - P_{B\alpha + \rho_0} P_{B\alpha + \rho_0}^T - (P_{B(\alpha + \beta)} - P_{B(\alpha + \beta)} P_{B(\alpha + \beta)}^T) \tag{4.48}
\]

where \( P_{\theta} \) is the matrix whose \( i, j \)th entry is the probability that both the \( i \)th and \( j \)th bits are one, according to the wordwise measure whose log coordinates are \( \theta \). From this we can see that at a Turbo decoder stationary point, the diagonal elements of \( \nabla^2 L \) are all zero. Thus, the trace of the Hessian matrix is zero, and, provided the Hessian is not identically zero, the stationary points are saddle points of the Lagrangian when one does not restrict oneself to the constraint space.
4.2.2 Application to Belief Propagation (e.g. LDPC) Decoding

We introduced belief propagation decoding in the context of LDPC decoding in Section 2.1.4. In order to consider a specific case of the wide ranging result of Theorem 3, we will consider our parameters from expectation propagation $\theta$ to be a binary vector and use the simplest sufficient statistics $t(\theta) := \theta$ so $t_a(\theta) := \theta_a$. These choices are the ones used in belief propagation decoding.

Belief propagation is often described as a method for obtaining the marginal probabilities for the states $\theta_i, \ i \in \{1, \ldots, N\}$ of the variable nodes in a factor graph. While this certainly holds true for factor graphs that are trees, the breakthrough applications of the algorithm to the decoding of turbo [33, 14] and LDPC codes [9] involve networks with loops. In these cases, many authors have noted that the convergent values often do not approximate the marginal probabilities well, and several authors, believing that this must be a problem, have proposed and analyzed more complex algorithms which more accurately calculate the marginal probabilities [43, 36, 45, 52, 35]. This path is justifiable, because the (variable) nodewise marginal probabilities are the correct statistics to use in making decisions in an algorithm seeking to minimize the probability of (variable) nodewise error [12]. Yet, the unmodified belief propagation decoding algorithm still yields marginal values in those breakthrough applications which allow for good performance in a decoder, suggesting that the algorithm needs no modification in important cases. Rather than attempting to fix a decoder which was already working well, we strive here to accurately explain why the convergent points of belief propagation decoding can offer good performance. To do so, it will be necessary to identify the sense in which the convergent points of belief propagation decoding are optimal,
since it is clear that in instances where there are loops in the graph the convergent points no longer minimize the probability of nodewise error. Other authors \cite{42,35} have attempted to determine the sense of optimality of the convergent points by pointing out that the message passing dynamics can be viewed as resulting from minimizing the Bethe approximation to the variational free energy, and minimizing the variational free energy gives marginalization. Those authors have noted, however, that the Bethe approximation does not yield the exact variational free energy in loopy factor graphs, and it is thus still not clear why minimizing it yields good performance in situations where it is not exact. One can determine a great many optimization problems which yield the same answers, and usually one wishes to choose an objective function and constraints which have clear intuitive meaning. This motivates us to search for other optimizations whose objective functions and constraints have deep intuitive meaning and which yield the belief propagation decoding stationary points as their solutions. We are also motivated to explain the optimality of the stationary points of belief propagation decoding using analytical tools which are likely to be familiar to the wide range of engineers and scientists that use the belief propagation decoding algorithm, and we believe maximum likelihood estimation to be such a tool.

Here, we argue that belief propagation decoding may be viewed as a detector which iteratively attempts to minimize the blockwise error probability, that is the probability of selecting the wrong \( \theta = [\theta_1, \ldots, \theta_n]^T \), subject to specific constraints. After reviewing some preliminaries in Section 4.2.2, we do this by showing in Section 4.2.2 that the stationary points of belief propagation decoding are critical points of an intuitively pleasing constrained blockwise maximum likelihood estimation problem. If the convergent value of the constraint, which is easy to measure
with low complexity in practice, is equal to zero, then the corresponding stationary point of the belief propagation decoding algorithm is a critical point of the blockwise-likelihood function. We then show via simulation that in the situations where the belief propagation decoding algorithm is applied, that is, in situations where the decisions provided by belief propagation decoding yield low probability of error, these constraints are close to zero, which suggests, via continuity, that the convergent points of belief propagation decoding are close to critical points of the network-wide likelihood function and thus network-wide maximum likelihood detections.

**Belief Propagation in Factor Graphs**

In this article, we will consider the use of the belief propagation decoding (aka sum product) algorithm in factor graphs of a likelihood function corresponding to the likelihood of decoding some observations $r$, given a vector of $N$ bits $\theta \in \{0, 1\}^N$. We have observed $r$ and we would like to determine the $\theta = [\theta_1, \ldots, \theta_N]^T$ which gave rise to our observations. Furthermore, the likelihood function factors into the product of functions of smaller subsets of variables

$$p(r|\theta) = \frac{1}{Z} \prod_{a=1}^{N} f_a(\theta_a)$$

(4.49)

where $\theta_a$ is a vector containing the elements of some subset of $\{\theta_1, \ldots, \theta_N\}$ and $Z$ is a constant defined by

$$Z = \sum_{\theta \in \{0,1\}^N} \prod_{a=1}^{N} f_a(\theta_a)$$

The factor graph encodes the factorization in (4.49) into a bipartite graph of variable nodes representing the elements of the vector $\theta$, and factor nodes representing the functions $f_a$. The graph is bipartite, because an edge may connect only a variable node with a factor node so that there can be no edges incident on two variable
nodes and there can be no edges incident on two factor nodes. In fact, if an edge connects a variable node $\theta_i$ with a factor node $f_a$, it means that $f_a$ depends on $\theta_i$.

The belief propagation decoding algorithm lists a set of message passing rules along edges between adjacent factor nodes and variable nodes. In particular, denote the message passed from the variable node $\theta_i$ to the factor node $f_a$ by $n_{n,a}$ and denote the message passed from the factor node $f_a$ to the variable node $\theta_i$ by $m_{a,n}$, then the message passing rules of belief propagation decoding are

$$n_{n,a}(\theta_i) \leftarrow \frac{1}{C} \prod_{c \in \mathcal{N}(n) \setminus a} m_{c,n}(\theta_i)$$

with

$$C = \sum_{\theta_i \in \{0,1\}} \prod_{c \in \mathcal{N}(n) \setminus a} m_{c,n}(\theta_i)$$

and

$$m_{a,n}(\theta_i) \leftarrow \frac{1}{D} \sum_{\theta_i \setminus \theta_i} f_a(\theta_a) \prod_{n' \in \mathcal{N}(a) \setminus n} n_{n',a}(\theta_i)$$

with

$$D = \sum_{\theta_a} f_a(\theta_a) \prod_{n' \in \mathcal{N}(a) \setminus n} n_{n',a}(\theta_i)$$

where we have replicated the notation from [35]. Because we are considering only variable nodes which can take on binary values, these messages may be summarized by passing log likelihood ratios instead of single bit probability mass functions. Given a log probability ratio, we can determine the corresponding single bit probability mass function. In other words, we can equivalently consider belief propagation decoding to be an algorithm which passes the log likelihood ratios

$$\lambda_{n,a} = \log \left( \frac{n_{n,a}(1)}{n_{n,a}(0)} \right)$$

and

$$\gamma_{a,n} = \log \left( \frac{m_{a,n}(1)}{m_{a,n}(0)} \right)$$
between the nodes. Taking this a step further, define

$$\rho_a(\theta) = \log \left( \frac{f_a(\theta_a)}{f_a(B_0)} \right)$$

and list this function into a vector

$$\rho_a = [\rho_a(B_0), \rho_a(B_1), \ldots, \rho_a(B_{2^s-1})]$$

Similarly, define the vectors of log likelihood ratios

$$\alpha_a = [\lambda_{1,a}, \lambda_{2,a}, \ldots, \lambda_{W,a}]^T$$

and

$$\gamma_a = [\gamma_{a,1}, \gamma_{a,2}, \ldots, \gamma_{a,N}]$$

with the understanding that if there is no edge connecting \( \theta_i \) and \( f_a \), then the values \( \lambda_{n,a} \) and \( \gamma_{a,n} \), whatever they may be, are meaningless in terms of the factor graph.

We can now rewrite the message passing that occurs in the belief propagation decoding algorithm as

$$\alpha_a \leftarrow \text{fact} (B \gamma_a + \rho_a) - \gamma_a \quad (4.50)$$

and

$$\gamma_a \leftarrow \sum_{c \neq a} \alpha_c$$

or equivalently

$$\gamma_a \leftarrow \text{fact} \left( \sum_{i=1}^{M} B \alpha_c \right) - \lambda_a \quad (4.51)$$

where we used \( \text{fact} \) to represent the map which takes a wordwise PMF’s log coordinates to its bitwise log probability ratios

$$\text{fact}(\rho) = \log(B^T \exp(\rho)) - \log((1 - B)^T \exp(\rho))$$
Now, with regards to locations in the vectors \( \lambda_a \) corresponding to non-existent edges, we can see from the independence of \( \rho_a(\theta) \) on \( \theta_1 \) for \( n \) not in \( \mathcal{N}(a) \) that \( \lambda_{n,a} = 0 \), since for these \( n \) fact \( (B \gamma_a + \rho_a) = \gamma_{a,n} \).

Since the map between a bit’s log probability ratio and the probability that the bit is one is a bijective map, we can also write these relations with respect to the bitwise probabilities. In particular, we could have equivalently determined the message passing rules by stating

\[
\begin{align*}
\gamma_a &\leftarrow \lambda \text{ such that } p_B(\lambda + \lambda_a) - p_B \sum_{c=1}^n \lambda_c = 0 \quad (4.52) \\
\lambda_a &\leftarrow \lambda \text{ such that } p_B(\gamma_a + \lambda) - p_B \gamma_a + \rho_a = 0 \quad (4.53)
\end{align*}
\]

It is this way of writing the belief propagation decoding dynamics which allows us to most easily recognize their optimality.

**A Factorization Related to Turbo Decoding**

Writing the belief propagation decoder in the form (4.50) and (4.51) allows us to recognize another duality between belief propagation decoding and turbo decoding. It has already been shown that the turbo decoder may be thought of as an instance of the belief propagation decoding algorithm [33, 14]. This is certainly the correct ordering when one is considering the chronological order of invention of the two algorithms in the context of the decoding of error correction codes [9, 3]. Writing the belief propagation decoding algorithm in the form (4.50) and (4.51), however, emphasizes that belief propagation decoding may be viewed as an instance of turbo decoding, and identifies that the two ideas are equivalent. The mindset used in looking at belief propagation decoding in this manner will be helpful in developing intuition for our results later, so we will describe this duality here. To see this, consider the factors \( f_a(\theta_a) \) of the original likelihood function \( p(r|\theta) \) to be
likelihood functions themselves. In this way each $f_a(\theta_a)$ may be regarded as the likelihood function $\tilde{f}_a(\theta)$ for $\theta$ from some code $c_a$ given our observations $r$ (where $\tilde{f}_a(\theta)$ is constant with respect to $\theta_i$ for $i$ not in $N(a)$). We also know that the $\theta$ in each $\tilde{f}_a(\theta)$ must be the same, so we can consider this fact as arising from a repetition code for $\theta$. Thinking about belief propagation decoding in this manner inspires us to consider the original factor graph as actually arising from the serial concatenation of a repetition code with $M$ parallel “codes”, where $M$ is the number of factors in the original factor graph. Running belief propagation decoding on the general factor graph in Figure 4.5 (a) is thus equivalent to running the turbo decoder for Figure 4.5 (b), and is therefore no more mathematically general than turbo decoding if one allows the concatenation of multiple codes.

The spirit of the idea here is an alternate factorization of the likelihood function $p(r|\theta)$ related to belief propagation decoding on the factor graph from the original factorization. In particular, if we introduce extra variables $x_a$ for all $a \in \{1, \ldots, M\}$ and the functions $\tilde{f}_a(\theta) = f_a(\theta_a) \forall \theta$, then we can rewrite the likelihood function as

$$p(r|x) = \frac{1}{Z}g(x_1, \ldots, x_M) \prod_{a=1}^{M} \tilde{f}_a(x_a)$$

where we have the new factor $g$ which enforces that all of the $x_a$ be equal (to $\theta$, in particular)

$$g(x_1, \ldots, x_M) = \prod_{a=1}^{M} \delta(x_1 - x_a)$$

where $\delta$ is the multidimensional Kronecker delta function which is defined as

$$\delta(\theta) = \begin{cases} 1 & \theta = 0 \\ 0 & \text{otherwise} \end{cases}$$

Note that choosing the $(x_a)$ to maximize $p(r|x)$ yields the same result for $\theta = x_a$ for any $a$ as maximizing $p(r|\theta)$. Furthermore, marginalizing $p(r|x)$ for $x_{a,n}$ also
Figure 4.5: An equivalent interpretation of a factor graph arising from a likelihood function. In particular, we can consider each factor $f_a$ to be a likelihood function itself, and the factor graph emphasizes the way that the arguments $\theta_a$ must all arise from subsets of a common vector $\theta$. This may be represented as in (b), as the serial concatenation of a repetition code which makes $L$ copies of the vector $\theta$, and constraints $c_a$ which represent the model for the way the observations are generated according to the function $f_a$. Each constraint $c_a$ corresponds to a model which, together with the observations $r$, gives $f_a$ as a likelihood function for $\theta$. 
Figure 4.6: The system which the belief propagation decoding algorithm assumes. In particular, a false assumption is made that the input $y_a$ to the $a$th constraint $c_a$ is independently chosen from the output $x_a$ of the repetition code via a factorizable pmf with log probability ratios $\gamma_a$. Also, it is assumed that the output of the repetition code $x_a$ is chosen with a factorizable density whose log probability ratios are $\lambda_a$.

yields the same result as marginalizing $p(r|\theta)$ for $\theta_1$.

We now may view $g$ as being the likelihood function for the repetition code depicted in Figure 4.5, whose single turbo decoding step is represented by (4.51) and $\prod_{a=1}^{M} \tilde{f}_a(x_a)$ to be the likelihood function resulting from the codes on the right in Figure 4.5 and whose single turbo decoding step is represented by (4.50).

Belief Propagation as Iterative Maximum Likelihood

To help reinterpret belief propagation decoding, it will be useful to consider a system, shown in Figure 4.6, which is related to the system in which the belief propagation decoding algorithm is operating. In particular we will ignore the fact that the output of the repetition code is connected to the constraints $c_a$, or equivalently that the output of the interleaver in the factor graph is connected to
the factor nodes. Instead assume that for each constraint \( c_a \) (i.e. the “code” giving rise to the likelihood function \( f_a \) given our observations) there are two independent messages \( x_a \) and \( y_a \) chosen from factorizable densities with log probability ratios \( \lambda_a \) and \( \gamma_a \), at the output of the repetition unit and the input to the constraint, respectively. This is the same as assuming that there are \( M \) parallel independent factor graphs, where the \( a \)th one has variable nodes \( x_a \) and only has those edges which are adjacent to the factor \( f_a \).

This independence assumption may be related to yet another refactorization of the likelihood function \( p(r|\theta) \) by introducing extra variables \( x_a \) and \( y_a \)

\[
p(r|\theta, x_a, y_a) = \frac{1}{Z} g(x_1, \ldots, x_M) h(x_a, y_a) \prod_{a=1}^{M} \tilde{f}_a(y_a)
\]

where, once again

\[
g(x_1, \ldots, x_M) = \prod_{a=1}^{M} \delta(x_1 - x_a)
\]

and we have introduced a new factor

\[
h(x_a, y_a) = \prod_{a=1}^{M} \delta(x_a - y_a)
\]

which enforces that \( x_a \) and \( y_a \) must be equal. Once again, maximizing \( p(r|x_a, y_a) \) trivially leads to the same \( \theta = x_a = y_a \) for any \( a \) as that which maximizes \( p(r|\theta) \) and marginalizing \( p(r|\theta, x_a, y_a) \) leads to the same marginals for \( x_{a,n} = y_{b,n} \) as marginalizing \( p(r|\theta) \).

Using this new factorization, the false independence assumption may then be regarded as approximating the true likelihood function \( p(r|\theta, x_a, y_a) \) with

\[
p_{app}(r|x_a, y_a) = \frac{1}{Z} g(x_1, \ldots, x_M) \prod_{a=1}^{M} \tilde{f}_a(y_a)
\]
Writing this in terms of the log probability ratios $\lambda_i, \gamma_i$ then gives

$$
\log(p_{app}(r|\lambda, \gamma)) = \log \left( \sum_{x, y} p_{app}(r|x, y) \prod_{a=1}^{M} p[x_a|\lambda_a] p[y_a|\gamma_a] \right)
$$

$$
= \log \left( \mathbb{P}[x_a = \xi \forall a|\lambda] \prod_{a=1}^{M} \hat{f}_a(B_1) \mathbb{P}[y_a = B_1|\gamma_a] \right)
$$

$$
= \log \left( \frac{\sum_{i=0}^{2^a-1} \exp(\sum_{a=1}^{M} B_1^T \lambda_a)}{\prod_{a=1}^{M} \sum_{i=0}^{2^a-1} \exp(B_1^T \lambda_a)} \right)
$$

$$
+ \log \left( \prod_{a=1}^{M} \frac{\sum_{i=0}^{2^a-1} \exp(B_1^T \gamma_a + \rho_a(B_1))}{\prod_{a=1}^{M} \sum_{i=0}^{2^a-1} \exp(B_1^T \gamma_a) \sum_{i=0}^{2^a-1} \exp(\rho_a(B_1))} \right)
$$

$$
= \psi_x \left( \sum_{a=1}^{M} B\lambda_a \right) + \sum_{a=1}^{M} \psi_x(B\gamma_a + \rho_a) - \sum_{a=1}^{M} \psi_x(B\lambda_a)
$$

$$
- \sum_{a=1}^{M} \psi_x(B\gamma_a) - \sum_{a=1}^{M} \psi_x(\rho_a)
$$

Of course, we want to minimize the effect of dropping $h$ from the factorization.

One way to do this is to control the false independence assumption between $x_a$ and $y_a$ by constraining the probability that the $x_a$ and $y_a$ so chosen are the same for each $a$ to be a constant $c$.

$$
\mathbb{P}[x_a = y_a \forall a \in \{1, \ldots, M\}|\lambda, \gamma] = \prod_{a=1}^{M} \frac{\sum_{i=0}^{2^a-1} \exp(B_1^T (\lambda_a + \gamma_a))}{\sum_{i=0}^{2^a-1} \exp(B_1^T \lambda_a) \sum_{i=0}^{2^a-1} \exp(B_1^T \gamma_a)} = c
$$

This may be rewritten equivalently in the log domain

$$
\sum_{a=1}^{M} \psi_x(B(\lambda_a + \gamma_a)) - \psi_x(B\lambda_a) - \psi_x(B\gamma_a) = \log(c)
$$

In particular, if $c$ is (nearly) one, then $x_a$ will be (nearly) equal to $y_a$ for each $a$, and thus we will not suffer from dropping $h$ from the likelihood function.

With these definitions, we are ready to prove the following theorem.

**Thm. 6 (Optimality of Belief Propagation Stationary Points):** The stationary points of belief propagation decoding solve the first order necessary conditions for the
following constrained maximum likelihood problem

\[
(\lambda^*, \gamma^*) = \arg \max_{(\lambda, \gamma) \in C} \log(p_{\text{app}}(r|\lambda, \gamma))
\]  

(4.54)

where the constraint set \( C \) is

\[
C = \{(\lambda, \gamma)| \log(P[x_a = y_a \forall a|\lambda, \gamma]) = \log(c) \forall a\}
\]  

(4.55)

subject to a Lagrange multiplier of \(-1\).

Proof: A direct application of Theorem 3.

The expression (4.54) under maximization is the log likelihood function for choosing the input sequence if, for each constraint \( c_a \), the input \( y_a \) were chosen independently of the repetition \( x_a \); these are parameterized by log probability ratios \( \lambda_a \) and \( \gamma_a \), respectively. The constraint set (4.55) may be viewed as enforcing a “sufficiently high” probability that the \( y_a \) terms in fact agree, according to the constraint probability \( c \).

Let us rehash the intuitive nature of the optimization. In calculating the likelihood function, we make a false assumption of independence between all of the \( x_a \)s and \( y_a \)s, but then we control this false independence assumption by restricting the probability that the \( x_a \)s and \( y_a \)s are equal to be constant, with values closer to one indicating higher confidence. What the result shows is that, if the belief propagation decoding converges to a stationary point \((\lambda^*, \gamma^*)\), then this stationary point has a corresponding probability \( P[x_a = y_a \forall a|\lambda^*, \gamma^*] = c \), and this stationary point is a critical point of the likelihood function within the constraint space \{\((\lambda, \gamma)| \log(P[x_a = y_a \forall a|\lambda, \gamma]) = \log(c)\}\}. Before the decoder has converged, however, the value of the constraint may vary widely.

Via the sensitivity interpretation of Lagrange multipliers [54], we may consider
choosing the Lagrange multiplier of $-1$ as indicating that it is equally important to us to have a large $\Pr[x_a = y_a \forall a | \lambda, \gamma] = c$ as to have a large $p_{app}(r | \lambda, \gamma)$.

Before interpreting this result further, it is important to reinterpret the quantities used in the belief propagation decoder for decisions in terms of the intuitive quantities in this theorem. Now, recall from Section 4.1 that the belief at node $\theta_i$ at time $k$ is given by

$$\log \left( \frac{q_{1}(1)}{q_{1}(0)} \right) = \lambda^{(k)}_{n,a} + \gamma^{(k+1)}_{a,n}$$

This allows us to reinterpret the belief as

$$q_{1}(x) = \Pr[x_{a,n} = y_{a,n} = x | x_a = y_a, \lambda_a, \gamma_a]$$

which is intuitively reasonable, since we know a priori that $x_a = y_a$, and so we want to exploit that in making our decisions. Now, also note that if $c = 1$, then all of the messages $x_a$ and $y_a$ are forced to be equal. Thus, if the belief propagation decoding converges to a stationary point which has $c = 1$, then it has converged to an extremum of the true blockwise likelihood function. Of course, the global extrema of the blockwise likelihood function is defined as the maximum likelihood sequence detector. Provided continuity of the solutions of the optimization problem with respect to $c$, then for $c$ close to 1, we should have solutions close to extrema of the network-wide likelihood functions, and if they are initialized correctly, close to the network-wide maximum likelihood detector.

In the next section, we show for some key examples that when the belief propagation decoding algorithm is giving decisions on the network states with a low probability of error, $c$ is close to 1. This then completes the argument that in instances where the belief propagation decoding algorithm is commonly used, that is, in regimes with a low observed probability of node-error, it is providing that
low probability of node-error by iteratively computing a close approximation to
the network-wide maximum likelihood detector.

Simulations

We have seen in the preceding section that the belief propagation decoding max-
imizes an approximation to the true blockwise (belief network wide) likelihood
function within a constraint set \( \mathcal{C} \) which fixes the probability \( \mathbb{P}[x_i = y_i] \) to a con-
stant. Furthermore, we saw that if this constant is one then the approximation is
exact within the constraint space. Here we give some simulated examples which
show that the value of this constraint usually converges to 1 with successive it-
erations for SNRs which provide a low probability of bit error at the output of
the decoder. This then suggests that in situations where the belief propagation
decoder is likely to be used, that is, in situations where the decisions from the
decoder provide a low probability of bit error, the belief propagation decoder is
providing decisions which are close to the maximum likelihood blockwise detec-
tion. This then justifies the proper operation of the belief propagation decoding
in instances (such as the one simulated) where there are loops in the belief graph.

Figure 4.7 depicts the results for the 10^3-block length optimized code from
[19], with the exception that we did not avoid cycles when picking a random
interleaver. One can easily discern that for low bit error rates the constraint
probability \( \mathbb{P}[x_a = y_a \forall a | \lambda, \gamma] \) converges to one with successive iterations. The
same phenomenon is shown for the 10^4 block length optimized code from [19] in
Figure 4.8. We can conclude then, that the constraint probability converges closely
to 1 with successive iterations, which suggests that the stationary points are close
to the critical points of the real likelihood function within the constraint space.
Figure 4.7: A $N = 10^3$ optimized code from [19]. The value of the constraint near to 0 when the decoder is providing a low bit error rate, suggesting that the decoder is performing decisions close to the blockwise ml decisions.

Note that $c$ is a quantity which is capable of being monitored at the decoder with low complexity calculations over the iterations, thus one could use it to predict convergence or use “$c$ is close to 1” as a stopping criterion and an indicator for successful decoding, although we do not investigate this possibility here.

Conclusions

While the belief propagation decoding algorithm has been previously shown to converge to the true a posteriori probabilities in belief networks that are trees, many of the recent breakthrough applications of the algorithm, such as for the decoding of LDPC and turbo codes, involve belief networks with loops. While the belief propagation decoding stationary points have been shown to minimize the Bethe approximation to the variational free energy, and thus equal the true
Figure 4.8: A $N = 10^4$ optimized code from [19]. The value of the constraint near to 0 when the decoder is providing a low bit error rate, suggesting that the decoder is performing decisions close to the blockwise ml decisions.

Bitwise a posteriori probabilities for factor graphs which are trees, this approximation is generally inexact for factor graphs which are not trees, and thus it is not entirely clear why minimizing it yields statistics which give decisions with good performance. Here, we have connected belief propagation decoding to constrained maximum likelihood sequence detection by showing that the stationary points of belief propagation decoding are critical points of an approximation to the likelihood function within a constraint space. For a constraint probability of 1, the approximation is exact, and we observed via simulation that the constraint probability converges to 1 with successive iterations in instances where the decoder is providing a low bit error rate. We argue that these results suggest that the belief propagation decoder is providing a low bit error rate in networks with loops because it is iteratively minimizing the probability of blockwise error.
4.3 Relation Between the Two Generic Optimality Frameworks

In the previous two sections we provided two different constrained optimization problems which yielded the stationary points of belief propagation as their critical points. It turns out that these two frameworks are intimately related to each other, because the Lagrangian of the constrained maximum likelihood framework is a reparameterization of the pseudo-dual to the constrained Bethe free energy. The intuitive justification provided for the constrained maximum likelihood framework then allows us to see the motivation for minimizing the Bethe free energy in contexts where there are loops in the statistics factor graph. Here we have used the (perhaps somewhat quirky) terminology

**Def. 3 (Pseudo-Dual):** Consider the Lagrangian of a variational constrained functional optimization problem of the form (C.7) where each of the functionals is of the form (C.6). If, for each set of Lagrange multipliers $\mu$, there is a unique function $f^*$ which sets the variation equal to zero, we call the value of the Lagrangian at $f^*$ regarded as a function of $\mu$ the pseudo-dual function to the optimization problem (C.7).

We are now ready to prove the following theorem.

**Thm. 7 (Pseudo-Duality of the Two Optimality Frameworks):** The constrained maximum likelihood optimization problem from Theorem 3 is a reparameterization of the negative of the pseudo-dual of the constrained Bethe free energy minimization problem from Theorem 2 within the set of $\{\mu_a, \mu_1\}$ that yield probability densities in (4.10) and (4.11) that integrate to one.

**Proof:** From (4.10) and (4.11), given a fixed set of multipliers $\mu$, the variation
of the Lagrangian with respect to \( q_a \) and \( q_{v,i} \) is equal to zero if and only if \( q_a \) and \( q_{v,i} \) are of the form in (4.12) and (4.13). Substituting these \( q_a^* \)'s and \( q_{v,i}^* \)'s into the Lagrangian (4.9), then, gives us the pseudo-dual function

\[
d(\mu) = \sum_{a=1}^{M} \int_{\Theta_a} f_a(\theta_a) \exp \left( \sum_{i \in E_N(a)} \mu_{a,i} \cdot v_{1}(\theta_{v,i}) + \mu_a - 1 \right) d\theta_a
\]

\[
- \sum_{i=1}^{V} (|N(i)| - 1) \int_{\Theta_{v,i}} \exp \left( \frac{\sum_{a \in N(i)} \mu_{a,i} \cdot v_{1}(\theta_{v,i}) - \mu_{v,i}}{|N(i)| - 1} - 1 \right) d\theta_{v,i}
\]

\[
- \sum_{a=1}^{M} \mu_a \left( \int_{\Theta_a} f_a(\theta_a) \exp \left( \sum_{i \in E_N(a)} \mu_{a,i} \cdot v_{1}(\theta_{v,i}) + \mu_a - 1 \right) d\theta_a - 1 \right)
\]

\[
- \sum_{i=1}^{V} \mu_{v,i} \left( \int_{\Theta_{v,i}} \exp \left( \frac{\sum_{a \in N(i)} \mu_{a,i} \cdot v_{1}(\theta_{v,i}) - \mu_{v,i}}{|N(i)| - 1} - 1 \right) d\theta_{v,i} - 1 \right)
\]

\[
- \sum_{i=1}^{V} \sum_{a \in N(i)} \mu_{a,i} \cdot (E_{q_a} [v_{1}(\theta_{v,i})] - E_{q_{v,i}} [v_{1}(\theta_{v,i})])
\]

(4.56)

Simplifying this, we have

\[
d(\mu) = - \sum_{a=1}^{M} \int_{\Theta_a} f_a(\theta_a) \exp \left( \sum_{i \in E_N(a)} \mu_{a,i} \cdot v_{1}(\theta_{v,i}) + \mu_a - 1 \right) d\theta_a
\]

\[
+ \sum_{i=1}^{V} (|N(i)| - 1) \int_{\Theta_{v,i}} \exp \left( \frac{\sum_{a \in N(i)} \mu_{a,i} \cdot v_{1}(\theta_{v,i}) - \mu_{v,i}}{|N(i)| - 1} - 1 \right) d\theta_{v,i}
\]

\[
+ \sum_{a=1}^{M} \mu_a + \sum_{i=1}^{V} \mu_{v,i}
\]

(4.57)

It is particularly of interest to consider the value of this pseudo-dual function within the constraint space \( C_\mu \) of multipliers \( \mu \) which via (4.12) and (4.13) give distributions \( \{q_a\} \) and \( \{q_i\} \) that are probability distributions which integrate to
one. Within this constraint space, the pseudo-dual function simplifies to

\[
d(\mu)|_{\mu \in \mathcal{C}} = -M + \sum_{i=1}^{V} (|N(i)| - 1) + \sum_{a=1}^{M} \mu_a + \sum_{i=1}^{V} \mu_{v,i}
\]

(4.58)

\[
= -M + \sum_{i=1}^{V} (|N(i)| - 1) + \sum_{i=1}^{V} (|N(i)| - 1)
\]

\[
\log \left( \int_{\Theta_{v,i}} \exp \left( \frac{\sum_{a \in N(i)} \mu_{a,i} \cdot v_{i}(\theta_{v,i})}{|N(i)| - 1} - 1 \right) d\theta_{v,i} \right)
\]

\[
- \sum_{a=1}^{M} \log \left( \int_{\Theta_{a}} f_a(\theta_a) \exp \left( \sum_{i \in E N(i)} \mu_{a,i} \cdot v_{i}(\theta_{v,i}) - 1 \right) d\theta_a \right)
\]

(4.59)

\[
= \sum_{i=1}^{V} (|N(i)| - 1) \log \left( \int_{\Theta_{v,i}} \exp \left( \frac{\sum_{a \in N(i)} \mu_{a,i} \cdot v_{i}(\theta_{v,i})}{|N(i)| - 1} \right) d\theta_{v,i} \right)
\]

\[
- \sum_{a=1}^{M} \log \left( \int_{\Theta_{a}} f_a(\theta_a) \exp \left( \sum_{i \in E N(i)} \mu_{a,i} \cdot v_{i}(\theta_{v,i}) \right) d\theta_a \right)
\]

(4.60)

It turns out that this is related to the Lagrangian (4.20) for the optimization problem in Section 4.2. In particular, if we substitute the relation

\[ [\gamma_a]_i := \sum_{c \in N(i) \setminus \{a\} \forall i \in N(a) \forall a \in \{1, \ldots, M\} \]

which, incidentally, solves \( \nabla_{\lambda_a} L := 0 \) in terms of \( \gamma_a \), then (4.20) becomes

\[
L = \sum_{a=1}^{M} \log \left( \int_{\Theta} f_a(y_a) \exp \left( u_a(y_a) \cdot \gamma_a \right) dy_a \right)
\]

\[
- \sum_{i=1}^{V} (|N(i)| - 1) \log \left( \int_{\Theta_{v,i}} \exp \left( v_{i}(\theta_{v,i}) \cdot \sum_{a \in N(i)} [\lambda_a]_i \right) d\theta_{v,i} \right)
\]

(4.61)

\[
= \sum_{a=1}^{M} \log \left( \int_{\Theta} f_a(y_a) \exp \left( u_a(y_a) \cdot \gamma_a \right) dy_a \right)
\]

\[
- \sum_{i=1}^{V} (|N(i)| - 1) \log \left( \int_{\Theta_{v,i}} \exp \left( v_{i}(\theta_{v,i}) \cdot \sum_{a \in N(i)} [\gamma_a]_i \right) d\theta_{v,i} \right)
\]

(4.62)

Then, if we identify

\[ \gamma_{a,i} := \mu_{a,i} \forall i \in EN(a) \]
we see that (4.62) is equal to the negative of (4.60). ■

One might wonder why it is necessary to distinguish between a pseudo-dual and a dual. This has to do with the necessity, but not sufficiency, of the requirement that the variation of the Lagrangian be equal to zero to have the unique infimum of the Lagrangian regarded as a functional of \( f \) (i.e. with fixed Lagrange multipliers \( \mu \)). Even though the Lagrangian might have a unique function which makes its variation zero, this function does not necessarily attain the infimum of the Lagrangian, that is, it is not necessarily the minimum. We can conjure up at least two examples here via analogy to basic calculus. First of all, there is the possibility that the infimum is \(-\infty\) (take, for instance \( x^3 \) which has zero derivative only at \( x = 0 \) but is unbounded below). Second of all, there is the possibility that the infimum is finite but not attained (take for instance \( \exp(-x^3) \) which has zero derivative only at \( x = 0 \) and which has an infimum of zero which no real number \( x \) can attain). On the other hand, we can be confident that if the infimum is both finite and attained, then a unique solution to the first order variation conditions will attain the infimum.

**Prop. 4 (Duality of the Two Optimality Frameworks):** Let \( \mathcal{A} \) be the set of Lagrange multipliers \( \mu \) for which the infimum of the Lagrangian of the constrained Bethe free energy with respect to \( q_{\text{Bethe}} \) is finite and attained and for which the pdfs in \( q_{\text{Bethe}} \) integrate to unity. Then, for \( \mu \in \mathcal{A} \) the Lagrangian of the constrained maximum likelihood optimization problem is the negative of the dual of the constrained Bethe free energy.
Proof: When $\mu \in A$ the unique solution to the first order necessary conditions that we found must attain the infimum, erasing the difference between the pseudo-dual and the dual. ■
Chapter 5

Convergence Frameworks

In this chapter we introduce two novel convergence frameworks for the family of expectation propagation algorithms. We first show how both the serial and parallel update schedules of the expectation propagation algorithm are nonlinear block Gauss Seidel iterations on the first order necessary conditions from the constrained maximum likelihood optimization problem in Section 4.2. This allows us to extract two convergence theorems from the numerical analysis literature and apply them to expectation propagation. We then take the theory that results and apply it to the turbo decoder, meeting with mixed practical success. Starting anew, we next introduce another convergence framework for the expectation propagation family of algorithms via analogy to Dykstra’s algorithm to solve a convex feasibility problem with iterated Bregman projections. We then discuss some of the possibilities of convergence theories based on this framework. We recommend the reader not well versed in numerical analysis and the canonical representations of exponential families read Appendices A and D.4 before attacking this section.

5.1 Iterative Numerical Methods

In this section we explain how expectation propagation algorithms may be viewed as iterative numerical methods bent on finding the critical points of the generic constrained maximum likelihood optimization problem and the statistics based Bethe free energy minimization problem discussed in the previous chapter.
5.1.1 Common Iterative Methods of Solution

Of central interest in this section, due to their relevance to expectation propagation, will be various iterative numerical methods for solving systems of nonlinear equations. In particular, suppose we have a system of equations described by

\[ h(x) = 0 \]

(5.1)

where \( h : \mathbb{R}^N \rightarrow \mathbb{R}^N \) is a vector valued function of \( x \in \mathbb{R}^N \). Suppose further that we had a method which was capable of solving subsets of the system of equations for subsets of the variables. In particular, divide up the equations in the system into groups by rewriting

\[ h(x) = [h^T_1(x), h^T_2(x), \ldots, h^T_M(x)]^T \]

and divide the variables to solve for up into the same groups \( x := [x_1, x_2, \ldots, x_N] \), so that \( x_i \in \mathbb{R}^{n_i} \) and \( h^T_i : \mathbb{R}^n \rightarrow \mathbb{R}^{n_i} \) for all \( i \in \{1, \ldots, M\} \) and \( \sum_i n_i = N \). Suppose that we are capable of solving

\[ h_i(x) = 0 \]

(5.2)

for \( x_i \) in terms of \( x \setminus x_i := [x^T_1, \ldots, x^T_{i-1}, x^T_{i+1}, \ldots, x^T_M]^T \). That is, suppose that for each \( i \in \{1, \ldots, M\} \) we had a function \( u_i(x \setminus x_i) \) which satisfied

\[ h_i(x_1, \ldots, x_{i-1}, u_i(x \setminus x_i), x_{i+1}, \ldots, x_M) = 0 \quad \forall x \setminus x_i \]

There are several traditional methods of solving the original system of equations (5.1) using the implicit functions \( u_i \). For brevity, we mention only two here, the Gauss-Seidel method and the Jacobi method, and expound on the connections between expectation propagation and the Gauss-Seidel method. The Gauss-Seidel procedure has been discussed most widely for linear systems of equations [55, pp.
480–483, [56, pp. 251–257], [57, pp. 510–511], but can be generalized to nonlinear systems of equations as well [16, pp. 131–133; pp. 185–197], [15, p. 225], the most generalized form being referred to as a \textit{nonlinear block Gauss Seidel method}. In a nonlinear block Gauss Seidel method we attempt to solve the system by iterating

\[ x^{(k+1)}_i = u_i(x^{(k+1)}_1, \ldots, x^{(k+1)}_{i-1}, x^{(k)}_{i+1}, \ldots, x^{(k)}_M) \quad \forall i \in \{1, \ldots, M\} \]

and in a nonlinear block Jacobi method we attempt to solve the system by iterating

\[ x^{(k+1)}_i = u_i(x^{(k)}_1, \ldots, x^{(k)}_{i-1}, x^{(k)}_{i+1}, \ldots, x^{(k)}_M) \quad \forall i \in \{1, \ldots, M\} \]

We will now see how the Gauss Seidel iterative method corresponds to the two different schedules of the expectation propagation algorithm for the system of equations which are the first order necessary conditions of Lagrange for our constrained optimization problem.

\textbf{Prop. 5} (Parallel Expectation Propagation as Gauss Seidel): Expectation propagation under parallel scheduling is equivalent to a nonlinear block Gauss Seidel iteration attempting to zero the gradient of the Lagrangian to the constrained maximum likelihood optimization problem from Section 4.2 with

\[ x_1 := \lambda \quad x_2 := \gamma \]

and

\[ h_1 := \nabla_\gamma L \quad h_2 := \nabla_\lambda L \]

\textbf{Proof:} In the proof for Theorem 3, we showed that solving \( \nabla_\lambda L = 0 \) is equivalent to updating the messages \( \gamma_a \) from the statistics nodes to the factor nodes, and solving \( \nabla_\gamma L = 0 \) is equivalent to updating the messages \( \lambda_a \) from the factor nodes.
to the statistics nodes. Thus, scheduling the solutions in this fashion updates the statistics to factor node messages all at once, and the factor to statistics messages all at once. This is what is referred to as parallel scheduling.

**Prop. 6** (Serial Expectation Propagation as Gauss Seidel): Expectation propagation under serial scheduling is equivalent to a nonlinear block Gauss Seidel iteration attempting to zero the gradient of the Lagrangian to the constrained maximum likelihood optimization problem from Section 4.2 with

\[ x_{2a-1} := \lambda_a \quad x_{2a} := \gamma_a \quad \forall a \in \{1, \ldots, M\} \]

and

\[ h_{2a-1} := \nabla \gamma_a L \quad h_{2a} := \nabla \lambda_a L \]

**Proof:** In the proof for Theorem 3, we showed that solving \( \nabla \lambda_a L = 0 \) is equivalent to updating the messages \( \gamma_a \) from the statistics nodes to the factor nodes, and solving \( \nabla \gamma_a L = 0 \) is equivalent to updating the messages \( \lambda_a \) from the factor nodes to the statistics nodes. Thus, scheduling the solutions in this fashion updates the statistics to factor node \( a \) messages, followed by the factor \( a \) to statistics messages next. This is what is referred to as serial scheduling.

We should also mention that we were not the only ones to note the correspondence between belief propagation (a special case of expectation propagation) and a nonlinear block Gauss Seidel method on the gradient of (a function related to) the dual to the Bethe free energy. Just before we presented our result about the constrained optimization framework [58] for turbo decoding, and at the same conference (ISIT 2005) as our original result concerning the Gauss Seidel iteration [59], [60] was also presented. In [60] and [61], the authors noted the relevance of the Gauss Seidel iterations and the Jacobi iterations on the dual of the Bethe free en-
ergy, providing some elementary (but in the latter instance, incorrect) convergence results.

The convergence of nonlinear Gauss Seidel methods received some significant attention in the numerical analysis literature during the early 1970s. Relevant references include [62], [63], and [64]. Our next theorem is an application of a theorem from [64], and the terminology used in it is included in the appendix A.

**Thm. 8** (Convergence of Expectation Propagation Algorithms (Mixed Parameter Spaces)): If, when regarded as a function of \([\lambda^T, \gamma^T]^T\), the function \([\nabla_{\lambda} L]^T, (\nabla_{\gamma} L)^T]^T\) is an m-function and is surjective onto \(\mathbb{R}^{2V}\) the expectation propagation algorithm converges to the unique solution of \(\nabla L = 0\).

**Proof:** This is just Theorem 19 from Appendix A with (4.21) = 0 and (4.22) = 0 as the system to be solved. ■

One of the difficulties prohibiting direct application of (8) to practical instances of the expectation propagation algorithms is that the gradients \(\nabla L\) are usually not surjective onto \(\mathbb{R}^{2V}\). In binary decoding problems, for instance, \(\nabla L\) is a difference between two vectors of bitwise marginal probabilities and is therefore necessarily limited to the range \([-1, 1]\). One way around this, taken in Section 5.1.2, the so-called “application” of this theory to the turbo decoder, is to attempt to change the theorem and proof a bit to ensure that the algorithm remains within a set within which the \(\nabla L\) is an m-function. This method, however, has not met with a great deal of success, since the conditions that results are confusing at best, and certainly hard to check in anything even remotely resembling a practical instance of the algorithm.

Another way around this difficulty is to work with the natural parameters \(\lambda\)
instead of the expectation parameters $\mathbb{E}[t]$. In particular, since we used minimal representations we can use the inverse of the one to one map (discussed in Appendix D) between $\lambda$ and $\mathbb{E}[t]$, call it $\Lambda$, and rewrite (4.21) and (4.22) as

\[
(\lambda_a + \gamma_a) - \Lambda \left( \frac{\int \mathbf{t}(\theta_a) \exp \left( \sum_{c=1}^{M} \mathbf{t}_c(\theta_c) \cdot \lambda_c \right) d\theta}{\int \exp \left( \sum_{c=1}^{M} \mathbf{t}_c(\theta_c) \cdot \lambda_c \right) d\theta} \right) = 0 \tag{5.3}
\]

\[
(\lambda_a + \gamma_a) - \Lambda \left( \frac{\int \mathbf{u}(y_a)f_a(y_a) \exp \left( \mathbf{u}_a(y_a) \cdot \gamma_a \right) dx_a}{\int \mathbf{f}(y_a) \exp \left( \mathbf{u}_a(y_a) \cdot \gamma_a \right) dx_a} \right) = 0 \tag{5.4}
\]

**Thm. 9 (Convergence of Expectation Propagation Algorithms (Single Parameter Space)):** If, when regarded as a function of $[\lambda^T, \gamma^T]^T$, the vector function set equal to zero in the system of equations (5.3) and (5.4) is an m-function, continuous, and surjective (onto) $\mathbb{R}^{2v}$, the expectation propagation algorithm converges to the unique solution of (5.3) and (5.4) and thus the unique interior critical point of the constrained maximum likelihood optimization problem.

**Proof:** This is just theorem 19 with (5.3) and (5.4) as the system to be solved.

This second theorem allows for somewhat neater application to the turbo decoder in 5.1.3.

### 5.1.2 Application to Turbo Decoding

In this section we apply Prop. 5 and Thm. 8 to the turbo decoder using the slightly differing formulation from Theorem 4 and a particular set of conditions under which a function is a m-function.

**Thm. 10 (Turbo Decoder Dynamics):** The turbo decoder is exactly a nonlinear block Gauss Seidel iteration bent on finding the solution to the constrained optimization
problem

\[(\alpha^*, \beta^*) = \arg \max_{(\alpha, \beta) \in C} \log(p(r|\alpha, \beta))\]

In particular, the turbo decoder stationary points are in a one to one correspondence with the critical points of the Lagrangian of this optimization problem with a Lagrange multiplier of \(-1\). The turbo decoder is then a nonlinear block Gauss Seidel iteration on the gradient of this Lagrangian.

**Proof:** Form the Lagrangian

\[L(\alpha, \beta) = \log(p(r|\alpha, \beta)) + \mu \left( \log (P[x = y|\alpha, \beta]) - \log(c) \right)\]  \hspace{1cm} (5.5)

\[= -\psi_x(B\alpha) - \psi_x(B\beta) + \psi_x(B\alpha + \rho_0) + \psi_x(B\beta + \rho_1)\]  \hspace{1cm} (5.6)

\[+ \mu (-\psi_x(B\alpha) - \psi_x(B\beta) + \psi_x(B(\alpha + \beta)))\]  \hspace{1cm} (5.7)

Take its gradient

\[\nabla_\alpha L = -p_B + p_{B_\alpha + \rho_0} + \mu (p_{B_\alpha} + p_{B_\beta + \rho_1})\]  \hspace{1cm} (5.8)

\[\nabla_\beta L = -p_B + p_{B_\beta + \rho_1} + \mu (-p_{B_\beta} + p_{B_\alpha + \rho_0})\]  \hspace{1cm} (5.9)

Selecting a Lagrange multiplier of \(\mu = -1\), we have

\[\nabla_\alpha L = p_{B_\alpha + \rho_0} - p_{B_\beta + \rho_1}\]  \hspace{1cm} (5.10)

\[\nabla_\beta L = p_{B_\beta + \rho_1} - p_{B_\alpha + \rho_0}\]  \hspace{1cm} (5.11)

If we break this system of equations into two parts

\[F_0(\alpha, \beta) = \nabla_\alpha L = p_{B_\alpha + \rho_0} - p_{B_\beta + \rho_1}\]  \hspace{1cm} (5.12)

\[F_1(\alpha, \beta) = \nabla_\beta L = p_{B_\beta + \rho_1} - p_{B_\alpha + \rho_0}\]  \hspace{1cm} (5.13)

Then we can see that the turbo decoder solves \(F_0\) for \(\alpha\) given a fixed \(\beta = \beta^{(k)}\) to
get \( \alpha^{(k)} \), and then solves \( F_1 \) for \( \beta \) given a fixed \( \alpha = \alpha^{(k)} \) to get \( \beta^{(k+1)} \), that is

\[
\alpha^{(k)} = \alpha \text{ such that } F_0(\alpha, \beta^{(k)}) = 0 \quad (5.14)
\]
\[
\beta^{(k+1)} = \beta \text{ such that } F_1(\alpha^{(k)}, \beta) = 0 \quad (5.15)
\]

This is exactly the form of a nonlinear block Gauss Seidel iteration. Furthermore, the system of equations it is trying to solve are the necessary conditions for finding a solution of the provided constrained optimization problem, which are

\[
\nabla_\alpha L = 0 \quad (5.16)
\]
\[
\nabla_\beta L = 0 \quad (5.17)
\]

subject to a Lagrange multiplier of \( \mu = -1 \).

From here on, to compact notation, and to continue relation with the \( F_0 \) and \( F_1 \) notation used in the proof of Theorem 10, we will denote \( \nabla L \) by \( F \). Here we will elaborate on the connection to the Gauss Seidel iteration, and use it to gain some convergence conditions for the turbo decoder. We will use the componentwise ordering, so that \( x \leq y \iff x_i \leq y_i \forall i \).

**Thm. 11** (Region of Convergence for the Turbo Decoder): Define the measures \( p \) whose \( \theta \) coordinates are \( B\lambda + \rho_0 \), \( q \) whose \( \theta \) coordinates are \( B\gamma + \rho_1 \), and \( r \) whose \( \theta \)
coordinates are $B(\lambda + \gamma)$. Define the set $D \subseteq \mathbb{R}^N \times \mathbb{R}^N$ as
\[
\{(\lambda, \gamma) \in \mathbb{R}^N \times \mathbb{R}^N \mid \exists x \in \mathbb{R}^{2N} \text{ such that } \forall i \in \{1, \ldots, N\}
\]
\[
x_i \left[\xi_i = 1\right] r [\xi_i = 0] > \sum_{j \neq i} x_{N+i} |p[\xi_i = 1]p[\xi_j = 1] - p[\xi_i = 1 \cap \xi_j = 1]|
\]
\[
+ x_{N+i} |r[\xi_i = 1]r[\xi_i = 0] - p[\xi_i = 1]p[\xi_i = 0]|
\]
and
\[
x_{N+i} |r[\xi_i = 1] r [\xi_i = 0] > \sum_{j \neq i} x_j |q[\xi_i = 1]q[\xi_j = 1] - q[\xi_i = 1 \cap \xi_j = 1]|
\]
\[
+ x_i |r[\xi_i = 1] r [\xi_i = 0] - q[\xi_i = 1]q[\xi_i = 0]|
\]
and
\[
p [\xi_i = 1] p [\xi_j = 1] \leq p [\xi_i = 1 \cap \xi_j = 1] \quad \forall j \neq i, \quad \text{and}
\]
\[
q [\xi_i = 1] q [\xi_j = 1] \leq q [\xi_i = 1 \cap \xi_j = 1] \quad \forall j \neq i, \quad \text{and}
\]
\[
r [\xi_i = 1] r [\xi_i = 0] \leq p [\xi_i = 1] p [\xi_i = 0], \quad \text{and}
\]
\[
r [\xi_i = 1] r [\xi_i = 0] \leq q [\xi_i = 1] q [\xi_i = 0]
\]

Consider any open set $C \subseteq D$. Then, given an initialization $\lambda^{(0)} = (\lambda^{(0)}, \gamma^{(0)}) \in C$ such that the $a$ and $b$ defined by
\[
x = F(\lambda^{(0)})
\]
\[
a_i = \min(x_i, 0) \quad \forall i \in \{1, \ldots, N\}
\]
\[
b_i = \max(x_i, 0) \quad \forall i \in \{1, \ldots, N\}
\]
are in $F(C)$, and the set $\{x | F^{-1}(a) \leq x \leq F^{-1}(b)\} \subseteq C$ the turbo decoder converges to a unique fixed point in $C$.

**Proof:** The outline of our proof parallels that of [64]:

- The conditions for $D$ make the Jacobian of the nonlinear system of equations
\[
F(\lambda = \begin{bmatrix} \lambda \\ \gamma \end{bmatrix}) = \begin{bmatrix} P_B(\lambda + \gamma) - P_B\lambda + \rho_0 \\ P_B(\lambda + \gamma) - P_B\gamma + \rho_1 \end{bmatrix}
\]
strictly diagonally dominant anywhere within $\mathcal{D}$. This, in turn makes the Jacobian an M-matrix [65].

- Since the Jacobian is an M-matrix everywhere within $\mathcal{D}$, it follows that $\mathbf{F}$ is an M-function [64], [63].

- Since $\mathbf{F}$ is an M-function everywhere in $\mathcal{D}$, the Gauss Seidel block iteration on $\mathbf{F}$ converges. Hence, the turbo decoder converges.

Begin by determining the Jacobian of $\mathbf{F}$ with respect to $\lambda$ and $\gamma$. To facilitate this, define $\lambda = [\gamma^T, \lambda^T]^T$, so

$$
\nabla_\lambda \mathbf{F} = \begin{bmatrix} Q_0 & Q_0 - Q_1 \\ Q_0 - Q_2 & Q_0 \end{bmatrix}
$$

where

$$
Q_0 = \mathbf{P}_{\mathbf{B}(\lambda + \gamma)} - \mathbf{P}_{\mathbf{B}(\lambda + \gamma)}\mathbf{P}_{\mathbf{B}(\lambda + \gamma)}^T
(5.18)
$$

$$
Q_1 = \mathbf{P}_{\mathbf{B} \lambda + \rho_0} - \mathbf{P}_{\mathbf{B} \lambda + \rho_0}\mathbf{P}_{\mathbf{B} \lambda + \rho_0}^T
(5.19)
$$

$$
Q_2 = \mathbf{P}_{\mathbf{B} \gamma + \rho_1} - \mathbf{P}_{\mathbf{B} \gamma + \rho_1}\mathbf{P}_{\mathbf{B} \gamma + \rho_1}^T
(5.20)
$$

Next, note that the block diagonal components of this matrix are indeed diagonal matrices, since the PMF whose $\theta$ coordinates are $\mathbf{B}(\lambda + \gamma)$ is a product measure. Thus we have that $Q_0 = \text{Diag}[\mathbf{p}_{\mathbf{B}(\lambda + \gamma)}] \text{Diag}[1 - \mathbf{p}_{\mathbf{B}(\lambda + \gamma)}]$. Now, suppose $(\lambda, \gamma) \in \mathcal{D}$ and also that they are finite (i.e. $\lambda, \gamma \in \mathbb{R}^N$), so that $\mathbf{p}_{\mathbf{B}(\lambda + \gamma)}$ and $1 - \mathbf{p}_{\mathbf{B}(\lambda + \gamma)}$ have no elements which are equal to zero so that the diagonal elements of $\nabla_\lambda \mathbf{F}$ are all positive. Then, the last four conditions for $\mathcal{D}$, imply that the off-diagonal components of $\nabla_\lambda \mathbf{F}$ are non-positive. The other two conditions for $\mathcal{D}$, together with the positivity of the diagonal components and the negativity of the off diagonal components, then imply that $\nabla_\lambda \mathbf{F}$ is generalized diagonally dominant. This, in
turn, implies, together with its positive diagonal elements and non-positive off
diagonal elements, that $\nabla \lambda F$ is an M-matrix (see [65] pp. 205 Theorem 6.5). This
then means that the function $L(\lambda, x) = (\nabla \lambda F)x$ is inverse isotone with respect to
$x$ for any fixed $\lambda \in \mathcal{D}$, so that $L(\lambda, x_0) \leq L(\lambda, x_1) \implies x_0 \leq x_1$. Furthermore,$L(\lambda, x_0)$ for a fixed $\lambda \in \mathcal{D}$ is also off diagonally antitone, so that, if we define the
$i$th component of $L(\lambda, x)$ by $L_i(\lambda, x)$, and if we consider $y, x$ such that $x \leq y$
and $y_i = x_i$, then we have $L_i(\lambda, y) \geq L_i(\lambda, x)$. Differentiability of $F$, and thus
the theory of best affine approximations, gives this same property to $F(\lambda)$ at any
point in the interior of $\mathcal{D}$ [64]. Thus, on the interior of $\mathcal{D}$, $F(\lambda)$ is inverse isotone
and off-diagonally antitone.

Now, consider the function which relates $\lambda^{(k+1)} = [\lambda^{(k+1)}; \gamma^{(k+1)}]$ to $\lambda^{(k)} =
[\lambda^{(k)}; \gamma^{(k)}]$ and whose solution

$$G(\lambda^{(k+1)}, \lambda^{(k)}) = 0$$

describes the evolution of the turbo decoder. In particular, since the turbo decoder
is a block Gauss Seidel iteration on $F = 0$, we have

$$G(\lambda^{(k+1)}, \lambda^{(k)}) = \begin{bmatrix} p_B(\lambda+\gamma)(\lambda^{(k)}, \gamma^{(k+1)}) - p_B\lambda + \rho_0(\lambda^{(k)}) \\ p_B(\lambda+\gamma)(\lambda^{(k+1)}, \gamma^{(k+1)}) - p_B\gamma + \rho_1(\gamma^{(k+1)}) \end{bmatrix}$$

To see that the turbo decoder solves this iteration, just recall the Jacobian of $F$, and
note that the block diagonal components which were $\text{Diag}[p_B(\lambda+\gamma)]\text{Diag}[1-p_B(\lambda+\gamma)]$
are injective for any real valued $\lambda, \gamma$, so that there are no zero or one bitwise
marginal probabilities. The implicit function theorem applied to the top half of
$G = 0$, then gives that $\gamma^{(k+1)}$ can be written as a function of $\lambda^{(k)}$ and is unique
for any particular $\lambda^{(k)}$, so that no two $\gamma^{(k+1)}$s satisfy the top half of $G = 0$. Repeating this argument of the bottom half of $G = 0$ shows that $\lambda^{(k+1)}$ can be
written as a function of $\gamma(k+1)$ and is unique for that $\gamma^{(k+1)}$, which shows that it is unique given $\lambda^{(k)}$. Thus, we have an equation whose repeated solution describes the behavior of the turbo decoder. We have

$$G(\lambda^{(k+1)}, \lambda^{(k)}) = \begin{bmatrix} F_0(\gamma^{(k+1)}, \lambda^{(k)}) \\ F_1(\gamma^{(k+1)}, \lambda^{(k+1)}) \end{bmatrix}$$

This form makes it easy to see that, given that $F$ is off diagonal antitone and inverse isotone on the interior of $D$, $G(\cdot, x)$ is inverse isotone for a fixed $x$, and $G(y, \cdot)$ is antitone for a fixed $x$ (all considered in the interior of $D$). This in turn implies the implicit function $h$, which satisfies

$$G(h(x), x) = 0$$

is isotonic. To see this, consider $x_0 \leq x_1$. Now, antitonicity of $G$ gives

$$G(h(x_1), x_0) \geq G(h(x_1), x_1) = 0 = G(h(x_0), x_0)$$

Now, inverse isotonicity of $G$ means that

$$G(h(x_0), x_0) \leq G(h(x_1), x_0) \implies h(x_0) \leq h(x_1)$$

We now have a function $h$ that describes the turbo decoder through

$$\lambda^{(k+1)} = h(\lambda^{(k)})$$

Of course, we could have written this function from the turbo decoder iterations when we started, but defining it this way made it easy to see some of its properties, namely that it is isotone in $D$.

Now, consider some initialization $\lambda^{(0)}$ in the interior of $D$, and set $x = F(\lambda^{(0)})$.

$$a_i = \min(x_i, 0), b_i = \max(x_i, 0) \quad \forall i \in \{1, \ldots, N\}$$

$$y = F^{-1}(a), z = F^{-1}(b)$$
The inverse function $F^{-1}$ is guaranteed to exist within the interior of $D$, because $\nabla_\lambda F$ is an M-matrix and thus non-singular ([65] lemma 6.1 page 202). This, in turn, allows the inverse function theorem to be applied ([66] Theorem 9.24 page 221). Then we have both $a \leq 0 \leq b$ and by inverse isotonicity of $F$, we have $y \leq \lambda^{(0)} \leq z$. Isotonicity of $h$ then implies that the sequences defined by

$$y^{(k+1)} = h(y^{(k)}), \quad z^{(k+1)} = h(z^{(k)})$$

will obey $y^{(k)} \leq \lambda^{(k)} \leq z^{(k)}$, $y^{(k+1)} \geq y^{(k)}$, and $z^{(k+1)} \leq z^{(k)}$. This shows that $y^{(k)}, x^{(k)}, \lambda^{(k)}$ all converge to fixed points. Furthermore, $F$ is injective because it was inverse isotone, which is because it was an M-function ([64] Theorem 3.2(a) page 511). The injectivity of $F$ then implies that this fixed point must be unique in $C$. This proves the theorem. ■

5.1.3 Application to the Turbo Decoder, II

Let us now try to apply the existing theory in a new way to the turbo decoder. In our ISIT paper [59] we worked in mixed domains. To be specific, we considered the turbo decoder as solving the bitwise marginal probability equations in terms of the log-likelihood ratios. In fact, in terms of directly applying the existing theory, this was probably not the best choice. Here, we’ve decided to work in the log domain because in that domain we can work with $\mathbb{R}^N$ in both the input space and output space. In particular, let us consider the turbo decoder as attempting to find a simultaneous solution to

$$\lambda + \gamma - \log (B^T \exp(B\lambda + \rho_0)) + \log ((1 - B)^T \exp(B\lambda + \rho_0)) = 0$$

and

$$\lambda + \gamma - \log (B^T \exp(B\gamma + \rho_1)) + \log ((1 - B)^T \exp(B\gamma + \rho_1)) = 0$$
We can now prove the following theorem.

**Thm. 12** (Global Convergence of the Turbo Decoder): Define the measures \( p \) whose \( \theta \) coordinates are \( B\lambda + \rho_0 \) and \( q \) whose \( \theta \) coordinates are \( B\gamma + \rho_1 \). Suppose that for all \( \lambda, \gamma \in \mathbb{R}^N \), we have that there exists a \( x \in \mathbb{R}^{2N} \) such that \( \forall i \in \{1, \ldots, N\} \)

\[
x_i > \sum_{j \neq i} x_{N+j} |p[\xi_j = 1|\xi_i = 1] - p[\xi_j = 1|\xi_i = 0]|
\]

and

\[
x_{N+i} > \sum_{j \neq i} x_j |q[\xi_j = 1|\xi_i = 1] - q[\xi_j = 1|\xi_i = 0]|
\]

as well as

\[
p[\xi_j = 1|\xi_i = 1] \geq p[\xi_j = 1|\xi_i = 0]
\]

and

\[
q[\xi_j = 1|\xi_i = 1] \geq q[\xi_j = 1|\xi_i = 0]
\]

Then the turbo decoder converges to a unique solution from any initialization.

The outline of our proof is as follows.

- Our assumptions are equivalent to generalized strict diagonal dominance of \( \nabla F \) together with requiring that the off diagonal elements of \( \nabla F \) are non-positive for all \( \lambda, \gamma \in \mathbb{R}^N \). Then, Thm. 14 shows that \( \nabla F \) is an M-matrix.

- Prop. 13 then shows that \( F \) is an M-function everywhere in \( \mathbb{R}^{2N} \).

- We can linearly lower bound \( F \) componentwise, and thus use Thm. 16 to prove surjectivity of \( F \).

- We finally have that \( F \) is a surjective M-function. This allows us to apply Thm. 19 to prove convergence.
First, calculate the Jacobian $\nabla F$

$$\nabla F = \begin{bmatrix} I & I - C \\ I - D & I \end{bmatrix}$$

where

$$[C]_{i,j} = p[\xi_j = 1|\xi_i = 1] - p[\xi_j = 1|\xi_i = 0]$$

and

$$[D]_{i,j} = q[\xi_j = 1|\xi_i = 1] - q[\xi_j = 1|\xi_i = 0]$$

We now see that the first two conditions of the theorem force $\nabla F$ to be generalized strictly diagonally dominant while the second two conditions force the off diagonal elements of $\nabla F$ to be non-positive. This then allows us to apply Thm. 14 to show that $\nabla F$ is an M-matrix for all $\lambda, \gamma \in \mathbb{R}^N$. Then Prop. 13 shows that $F$ is an M-function. Next, consider that

$$-\log \left( \frac{B^T \exp(B\lambda + \rho_0)}{(1 - B)^T \exp(B\lambda + \rho_0)} \right) \geq -\log \frac{B^T \exp(B\lambda)}{(1 - B)^T \exp(B\lambda)} + 1 \log \left( \frac{\alpha_0}{\beta_0} \right)$$

$$\geq -\lambda + \log \left( \frac{\alpha_0}{\beta_0} \right)$$

where

$$\alpha_0 = \min_i \exp(\rho_0)_i, \quad \beta_0 = \max_i \exp(\rho_0)_i$$

and we used the componentwise division notation so that $\frac{a}{b}$ for $a, b \in \mathbb{R}^N$ is the vector whose $i$th element is $a_i/b_i$. Similarly, we have

$$-\log \left( \frac{B^T \exp(B\gamma + \rho_1)}{(1 - B)^T \exp(B\gamma + \rho_1)} \right) \geq -\gamma + 1 \log \left( \frac{\alpha_1}{\beta_1} \right)$$

where

$$\alpha_1 = \min_i \exp(\rho_1)_i, \quad \beta_1 = \max_i \exp(\rho_1)_i$$
Table 5.1: Some of the notation introduced in Section 5.2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_h$</td>
<td>Bregman divergence from convex function $h$</td>
</tr>
<tr>
<td>$\leftarrow p$</td>
<td>Left Bregman projection</td>
</tr>
<tr>
<td>$\rightarrow p$</td>
<td>Right Bregman projection</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>Parent exponential family</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>marginal Exponential family</td>
</tr>
<tr>
<td>$\mathcal{Q}$</td>
<td>subfamily with $\mathbb{P}[x^1 = \cdots = x^m] = 1$</td>
</tr>
<tr>
<td>$h$</td>
<td>a convex function</td>
</tr>
<tr>
<td>$s$</td>
<td>sufficient statistics of $\mathcal{B}$</td>
</tr>
<tr>
<td>$k$</td>
<td>repetition of $t$ over $a$</td>
</tr>
</tbody>
</table>

Putting these two facts together, we have

$$F(\lambda, \gamma) \geq \begin{bmatrix} \gamma + 1 \log \left( \frac{\alpha_0}{\beta_0} \right) \\ \lambda + 1 \log \left( \frac{\alpha_1}{\beta_1} \right) \end{bmatrix}$$

which shows that

$$\lim_{k \to \infty} \|F(\lambda_k)\| = \infty$$

whenever $\|\lambda_k\| \to \infty$ and either $\lambda_k \geq \lambda_{k+1}$ or $\lambda_{k+1} \geq \lambda_k$. This then implies that $F$ is surjective by Thm. 16. Thus, $F$ is a surjective M-function, and Thm. 19 proves that the Gauss Seidel block iteration on $F$ is globally convergent.

5.2 Alternating Projections on Information Spaces

In this subsection we will discuss various iterative methods used for solving projection problems on convex sets with Bregman divergences. We will then see how the expectation propagation algorithm may be related to these algorithms, although some approximations will be required for the connection.
5.2.1 Bregman Divergences

To begin, it will be useful to recall that a differentiable convex function is always lower bounded by its first order Taylor approximation. In particular, if $h : \mathbb{R}^n \to \mathbb{R}$ is a convex function of Legendre type (see Appendix B and the references therein) then

$$h(x) \geq h(y) + \nabla h(y) \cdot (x - y)$$

with equality if and only if $x = y$. Given, then, such a convex function $h$, we can define a second function which has many of the properties of a notion of a distance. In particular, the Bregman Divergence [18], $B_h$ associated with $h$ is defined as

$$B_h(x, y) := h(x) - h(y) - \nabla h(y) \cdot (x - y)$$

This function has some of the properties of a distance. In particular, we see from (5.21) that

$$B_h(x, y) \geq 0 \quad B_h(x, y) = 0 \iff x = y$$

On the other hand, $B_h$ will not necessarily satisfy the triangle inequality in general and will not necessarily be symmetric. We are interested in Bregman divergences of this sort because we are primarily interested in this dissertation with standard exponential families. As we discuss in Appendix D, there are two natural parameter spaces for exponential families related through the Legendre transformation between the entropy and the log partition function. These two potential functions, the entropy and the log partition function, yield the Kullback Leibler divergence, also known as the relative entropy, as their Bregman divergence. Since the expectation propagation algorithm is defined as an iterative algorithm minimizing the Kullback Leibler divergences between several measures, we can see the relevance between projection algorithms using Bregman divergences and expectation
propagation. We explore these connections here after first reviewing some of the common types of projection algorithms that are related to the expectation propagation algorithm.

### 5.2.2 Projection Algorithms on Convex Sets

Endowing the space now with this distance like function we are now free to consider projection algorithms using $B_h$ as the “distance” to minimize. In particular, since $B_h$ is not in general symmetric, given a point $x$ and a convex set $C$ we can define two different projections of $x$ onto $C$ depending on which argument of $B_h$ we minimize.

\[
\bar{p}_C x := \arg \min_{y \in C} B_h(y, x)
\]

\[
\hat{p}_C x := \arg \min_{y \in C} B_h(x, y)
\]

One particular algorithm, called the *method of cyclic Bregman projections*\(^{[67][68]}\), aims to solve a convex feasibility problem in which one wishes to find a point common to a finite number of convex sets $C_1, \ldots, C_S$. In order to find such a point in their intersection $\bigcap_{i=1}^S C_i$, the algorithm iteratively projects the candidate point $x^{(k)}$ onto one of the convex sets, choosing which convex set to project onto in a cyclic manner. Of course, there are two algorithms which fall into this category, one if the projections are done in the first argument of the divergence

\[
x^{(k+1)} := \bar{p}_{C_{k \mod S}} x^{(k)}
\]

and another if the projections are done in the second argument of the divergence

\[
x^{(k+1)} := \hat{p}_{C_{k \mod S}} x^{(k)}
\]

Instead of choosing the convex set to project on cyclicly, one may also choose it randomly \(^{[69, 70]}\).
A close variant of the method of cyclic Bregman projections, often called Dykstra’s algorithm [18, 71] after its inventor [17], adds some extra processing between the projections. In particular, denoting by $h^*$ the convex conjugate of $h$, Dykstra’s algorithm is the iteration

$$x^{(k+1)} := \overline{p}_C \circ \nabla h^* \left( \nabla h(x^{(k)}) + q^{(k+1|-S)} \right)$$

together with

$$q^{(k+1)} := \nabla h(x^{(k)}) + q^{(k+1|-S)} - \nabla h(x^{(k+1)})$$

where we initialize $q^{(-S+1)}, \ldots, q^{(0)} = 0$. This algorithm, under some assumptions, can be shown [18] to solve the best approximation problem, in which one is seeking the point in $C := \bigcap_{i=1}^d C_i$ which minimizes the Bregman divergence $B_h$ in the first argument from the initial point $x^{(0)}$. That is, the sequence $\{x^{(k)}\}$ converges to $\overline{p}_C x^{(0)}$.

In another situation, it is desirable to find points in two different convex sets $P$ and $Q$ which minimize the Bregman divergence $B_h$ between these two sets. The projection algorithm that is often employed in this case is the method of alternating projections [72, 73, 74] which may be described via the iteration

$$x^{(k)} := \overline{p}_P y^{(k)} \quad y^{(k+1)} := \overline{p}_Q x^{(k)}$$

The expectation maximization algorithm for statistical inference in the presence of nuisance parameters may be interpreted, for instance, as an alternating projection algorithm using the Kullback Leibler divergence at the Bregman divergence [72, 75]. [76] discusses some properties and well-posedness of projections when the Bregman divergence is the Kullback Leibler divergence.
5.2.3 Expectation Propagation as Iterated Projections

For the convergence framework that we are about to apply to expectation propagation to be valid, we will need to make a rather benign extra assumption about the structure of the true a posteriori distribution $p_{\theta|r}(\theta|\mathbf{r})$ for the parameters $\theta$ given the observations $\mathbf{r}$. In particular, we must assume that it is a standard exponential family distribution, say with sufficient statistics $k(\theta)$, so that

$$p_{\theta|r}(\theta|\mathbf{r}) \in \{\exp (\kappa \cdot k(\theta) - \psi_k(\kappa))\}$$

Furthermore, we need to make the extra assumption that the approximating standard exponential family $g(\theta)$ with sufficient statistics $t$ is a subfamily of the standard exponential family with sufficient statistics $k$, so that

$$\{\exp (t(\theta) \cdot \lambda - \psi_t(\lambda))\} \subseteq \{\exp (k(\theta) \cdot \kappa - \psi_k(\kappa))\}$$

These conditions will hold, for instance, if the parameters $\theta$ are drawn from a finite set.

Consider now standard exponential family distributions on $\Theta^M$, that is probability distributions on the product space of $M$ copies of the original parameter space $\theta$. We will denote an element of this space by $\mathbf{x} := [\mathbf{x}^1, \ldots, \mathbf{x}^M]$, so that we are considering probability distributions on $\mathbf{x}$ (the superscript notation is to avoid confusion with the subscript notation which meant subsets of the original vector instead of different vectors). In particular we will be interested in the set $\mathcal{B}$ of standard exponential family distributions on $\mathbf{x}$ with sufficient statistics $s(\mathbf{x}) := [k(\mathbf{x}^1)^T, \ldots, k(\mathbf{x}^M)^T]^T$ (and reference measure which the product of $M$ copies of the original reference measure). It is subsets of this family which we will consider in our discussion of expectation propagation algorithms as projection algorithms.
Of particular interest will be the set $\mathcal{P}$ of distributions from $\mathcal{B}$ which give $\mathbb{P}[x_1 = \cdots = x_N] = 1$ and the set $\mathcal{Q}$ of exponential family distributions with sufficient statistics $\hat{t}(x) := [t(x_1), \ldots, t(x_M)]$.

\begin{align*}
\mathcal{P} & := \{ q \in \mathcal{B} | \mathbb{P}_q[x_1 = \cdots = x_N] = 1 \} \quad (5.22) \\
\mathcal{Q} & := \{ q | q = \exp (\lambda \cdot \hat{t}(x) - \psi(\lambda)) , \lambda \in \mathbb{R}^{MV}, |\psi(\lambda)| < \infty \} \quad (5.23)
\end{align*}

Finally, we will be working with the negative entropy function $H$ on $\mathcal{B}$ written as a function of the expectation parameters $\eta := \mathbb{E}[s(x)]$.

Oftentimes, the desired result of applying expectation propagation is an approximating density whose expected values of the sufficient statistics match that of the true a posteriori density, so that

$$\mathbb{E}_g[t(\theta)] = \mathbb{E}_{\theta|r}[t(\theta)] \quad (5.24)$$

The next proposition connects this ideal solution as a composition of two Bregman projections using the Kullback Leibler divergence.

**Prop. 7 (Optimal Solution as Two Projections):** Consider the Bregman divergence generated using the negative entropy $H$ function on $\mathcal{B}$ written in terms of $\mathbb{E}[s(x)]$ as its convex function. Then, the Bregman projection defined by

$$\overrightarrow{p}_P \circ \overrightarrow{p}_Q \left( \frac{\int_{\mathcal{O}} s(x) \prod_{a=1}^N f_a(x_a) dx}{\int_{\mathcal{O}} \prod_{a=1}^N f_a(x_a) dx} \right)$$

yields expectation parameters $\mathbb{E}[s]$ corresponding to a probability distribution $g(x) \in \mathcal{B}$ whose components satisfy (5.24), so that

$$\mathbb{E}_g[t(x_a)] = \mathbb{E}_{\theta|r}[t(\theta)] \quad \forall a \in \{1, \ldots, M\}$$

**Proof:** The first projection $\overrightarrow{p}_Q$ yields as its result

$$\overrightarrow{p}_Q \left( \prod_{a=1}^N f_a(x_a) \right) = \frac{\prod_{a=1}^N f_a(x_1)}{\int_\mathcal{O} \prod_{a=1}^N f_a(x_1) dx} =: p_{\theta|r}(x_1|r)$$
since this attains a Kullback Leibler divergence of zero (which is the global minimum value). The second projection $\overrightarrow{p} \cal{P}$ then, calculates the expectation of sufficient statistics (as we showed by taking derivatives in Section 2) to choose the approximating distribution (and thus result of the projection). Thus, defining $f := \overrightarrow{p} \cal{P} \circ \overrightarrow{p} \cal{Q} \left( \prod_{a=1}^{n} f_a(x_a) \right)$ implies

$$E_f[t(\theta)] = E_{\theta|\cal{P}}[t(\theta)]$$

Of course, expectation propagation does not perform the projection (5.25) directly, but if it is to be a method for approximately satisfying (5.24), then it may be considered an iterative projection method attempting to approximately solve the projection problem (5.25).

**Prop. 8** (Expectation Propagation as Information Projections): The expectation propagation algorithm under parallel scheduling is equivalent to the following Dykstra-like iterated Bregman projections algorithm

$$z_0, q_0 = 0, \quad x_0 = \frac{\int_{\Theta^p} s(x) \prod_{a=1}^{n} f_a(x_a) dx}{\int_{\Theta^p} \prod_{a=1}^{n} f_a(x_a) dx}$$  \hspace{1cm} (5.26)

$$k \in \{0, 1, \ldots, \} \hspace{1cm} (5.27)$$

$$y_k := \overrightarrow{p} \cal{Q} \circ \nabla h^* \left( \nabla h(x_k) + q_k \right)$$  \hspace{1cm} (5.28)

$$q_{k+1} := \nabla h(x_k) + q_k - \nabla h(y_k)$$  \hspace{1cm} (5.29)

$$x_{k+1} := \overrightarrow{p} \cal{Q} \circ \overrightarrow{p} \cal{P} \circ \nabla h^* \left( \nabla h(y_k) + z_k \right)$$  \hspace{1cm} (5.30)

$$z_{k+1} := \nabla h(y_k) + z_k - \nabla h(x_{k+1})$$  \hspace{1cm} (5.31)

where the Bregman divergence is built from the convex function $h$ which is the negative entropy $H$ function on $\cal{B}$ written in terms of $E[s(x)]$, and $\cal{P} \cal{Q}$ are the convex and
log convex sets defined in (5.22) and (5.23), respectively. In this equivalence $q_k$ are the negative of the messages passed from the factor nodes to the elementary statistics vectors, and $z_k$ are the negative of the messages passed from the elementary statistics vectors to the factor nodes.

**Proof:** Begin by recalling from Appendix D.4 that the gradient $\nabla h$ of the negative Shannon entropy takes the expectation parameters of a pdf in $B$ to its canonical parameters $\kappa$, and the gradient of its conjugate (the partition function) is its inverse. The pre-projection processing in (5.28) and (5.30), then finds the pdf in $B$ whose canonical parameters $\kappa$ are the sum of $q$ with that of the density represented by $x$. As we have discussed previously, the result of the right projection $p_P$ are the expectation coordinates $(E[s])$ of the density in $P$ with $E[k]$ matching that of its argument (that this density is unique is guaranteed by the fact that $P$ is a minimal standard exponential family with sufficient statistics $k$). Now, this establishes the equivalence of the first iteration of (5.28) followed by (5.29) with (5.3) solved for $\lambda$. Furthermore, if $q$ is $-\gamma$ from (5.3) for subsequent iterations, then solving (5.28) and (5.29) will be equivalent to (5.3) for subsequent iterations as well. Then, $p_Q \circ p_P$, when operating on the expectation coordinates of a pdf $q(x) = \prod_a q_a(x^a)$ which is input to it, calculates

$$\frac{\int_\Theta t(\theta) \prod_a q_a(\theta) d\theta}{\int_\Theta \prod_a q_a(\theta) d\theta}$$

(5.32)

Now, if we make the identification $q_a(\theta) := \exp(t_a(\theta) \cdot \lambda_a)$, we see that (5.32) followed by the subtraction in (5.31) is equivalent to the (natural parameter domain) update (5.4) over all $a \in \{1, \ldots, M\}$, which we saw in Section 5.1 to be equivalent to half of a parallel refinement in EP. This establishes the equivalence between the $z$'s and $-\gamma$. Cycling back to our argument for (5.28)/(5.29) then shows the
equivalence between the iteration described by (5.28), (5.29), (5.30), and (5.31) and (5.3), (5.4), which we showed in Section 5.1 to be equivalent to expectation propagation.

Note that there are several marked differences between expectation propagation and Dykstra’s algorithm. To begin with Dykstra’s algorithm with cyclic Bregman projections is built with only left proximity operators, and it is somewhat unusual for one of the projections to not have any preprocessing. One can consider alternating projections with Dykstra preprocessing ([73] did so for Hilbert spaces with orthogonal projections instead of Bregman projections), but one must use different preprocessing based on the projection to follow it. The preprocessing used in expectation propagation is the preprocessing for a left projection, but it is followed by a right projection. Still, the similarity between the two algorithms is striking, and it suggests that convergence results might be developed via this analogy.

We are not the first to note the relevance of projection algorithms to specific instances of expectation propagation. Very early on [48] noted the relevance of information projections to turbo decoding. Later, [50, 36] and [43] considered belief propagation and turbo decoding to be projection algorithms on information sets, and this work inspired our alternative information projection interpretation of turbo decoding in [51].
Chapter 6

Conclusions

In this dissertation we discussed the performance and convergence of a broadly reaching family of algorithms for distributed iterative decoding and estimation known as expectation propagation. We showed that the family of expectation propagation algorithms include both the serial and parallel turbo decoders, Gallager’s algorithm for the soft decoding of LDPC codes, and the belief propagation algorithm. While these particular algorithms had been shown to converge to the optimal solutions in some very special cases, those proofs did not apply to many of their breakthrough applications to the decoding of error control codes, and the algorithms were proposed heuristically with their performance being proven via simulation. Indeed, neither the sense of optimality of their stationary points nor the mechanism of their frequently occurring convergence was fully understood.

In order to explain the empirically observed capability of expectation propagation to perform well, we discussed two generic optimality frameworks which described the optimization problem that the expectation propagation algorithm is trying to solve. For one of the optimality frameworks, we extended results from belief propagation to show that the stationary points of expectation propagation are interior critical points of a statistics based constrained minimization of the Bethe free energy. Because the Bethe free energy is only an approximation to the variational free energy, however, and the sense in which it was approximate was not fully understood, it was not clear why one would wish to minimize this objective function. To solve this, we provided a novel constrained maximum likelihood optimization problem with an intuitive objective function and constraints, which, after
selecting a Lagrange multiplier of $-1$, yielded the stationary points of expectation propagation as its critical points. In order to highlight the theory, we discussed in depth two applications to specific expectation propagation algorithms: the turbo decoder and the belief propagation decoder. Further analysis then showed that the two generic optimality frameworks were pseudo-duals of each other, allowing us to connect the two optimality interpretations with some beautiful duality theory from nonlinear programming.

We then moved on to discuss the convergence of expectation propagation by identifying some relevant convergence frameworks from numerical and convex analysis which already have hefty literature containing various convergence proofs. To begin with, we showed that both the serial and parallel schedules for the expectation propagation algorithm may be interpreted as a Gauss Seidel iteration on the first order necessary conditions for both of the generic optimality frameworks we discussed in Chapter 4. This allowed us to apply a couple of convergence theorems from numerical analysis to the expectation propagation algorithm, albeit with mixed practical success. Starting afresh with a clean slate, we showed how expectation propagation may be related to Dykstra’s algorithm for solving a convex feasibility problem with cyclic Bregman projections.

The ideas and themes begun in this dissertation are far from complete. It was our intention to open up promising avenues for further analysis of particular instances of expectation propagation. Some immediate extensions of the theory are to bound the performance of the global optimum of constrained maximum likelihood with respect to the value of the constraint, using this in practical instances of the algorithm to accurately predict when the algorithm has converged to a stationary point which is likely to provide accurate estimates. One could set
out to compare the performance bound obtained via this technique with that of the Cramer Rao bound to argue for the room (or lack there of) for improvement of the expectation propagation algorithm in particular cases. One could attempt to show how to predict which approximate sufficient statistics should be picked for specific instances of the algorithm, again attempting to extract a general theory.

In another line of extension, one could set out looking for new applications of expectation propagation in sensor networks, cellular networks, and other wireless networks. Expectation propagation’s distributed iterative nature gives it a definite edge over algorithms which do not collaborate on estimation problems that will clearly be coupled, as many are likely to be in these contexts. One could apply expectation propagation to training diagnosis predictors from medical information databases. The possibilities in the applications arena are simply too widespread to even begin to enumerate.

The more analytically driven and ambitious reader could attempt to use the convergence frameworks developed here to obtain an overarching convergence theory tailored to the needs of typical cases of expectation propagation. While it appears unlikely that simple unadulterated or slightly modified application of the convergence theory from the arenas from which the convergence frameworks were drawn will be directly applicable to typical instances of expectation propagation, these new frameworks ought to be good place to start for the fundamental convergence ideas. Along different lines, given the pseudo-duality between the two optimality frameworks, one could investigate conditions for duality and then use convexity properties of the dual to apply a different sort of Gauss Seidel convergence framework from iterative optimization, as was the approach in [60]. Another clear convergence framework, typical in the context of applications of expectation
propagation such as belief propagation and turbo decoding, but not appearing in this dissertation, is that of density evolution [46, 77, 78, 79, 19]. Density evolution uses the law of large numbers and the central limit theorem along with ergodicity results to consider cases in which the parameter vector is infinite, focusing on the average performance of the individual estimation problems. This approach is likely to be, and indeed has been, successful in situations where the factors may be considered to be samples from a random distribution and the statistics factor graph is well approximated by a randomly chosen bipartite graph without short cycles. This theory could be, with a little effort, generalized to expectation propagation.

Indeed, there are many possibilities, and the author hopes that the reader will join him in exploring them. In that vein, the bibliography contains numerous articles [80]-[165] which were not explicitly used in this dissertation, but would be relevant for the reader wishing to extend these results.
Appendix A

Numerical Methods

Here, we collect the existing theory about nonlinear block Gauss Seidel iteration’s convergence. Most of the material comes from [64], although we will use some of the theory from [65] as well.

Def. 4 (Ordering): In this paper we will use the componentwise ordering of $\mathbb{R}^N$, so that

$x \geq y \iff x_i \geq y_i \forall i \in \{0, \ldots, N-1\}$,

$x > y \iff x_i > y_i \forall i \in \{0, \ldots, N-1\}$

and, similarly

$x \leq y \iff x_i \leq y_i \forall i \in \{0, \ldots, N-1\}$,

$x < y \iff x_i \leq y_i \forall i \in \{0, \ldots, N-1\}$

Def. 5 (isotone): A mapping $F : \mathcal{D} \subseteq \mathbb{R}^N \rightarrow \mathbb{R}^N$ is isotone on $\mathcal{D}$ if $x \leq y$ for $x, y \in \mathcal{D}$ implies that $F(x) \leq F(y)$.

Def. 6 (antitone): A mapping $F : \mathcal{D} \subseteq \mathbb{R}^N \rightarrow \mathbb{R}^N$ is antitone on $\mathcal{D}$ if $x \leq y$ for $x, y \in \mathcal{D}$ implies that $F(x) \geq F(x)$.

Def. 7 (inverse isotone): The mapping $F : \mathcal{D} \subseteq \mathbb{R}^N \rightarrow \mathbb{R}^N$ is inverse isotone on $\mathcal{D}$ if $F(x) \leq F(y)$ for $x, y \in \mathcal{D}$ implies that $x \leq y$.

Def. 8 (Off-diagonally Antitone): Suppose $F : \mathcal{D} \subseteq \mathbb{R}^N \rightarrow \mathbb{R}^N$ has component functions $F_0, F_1, \ldots$ each of which is thus a map taking $\mathbb{R}^N \rightarrow \mathbb{R}$. Then $F$ is off-diagonally antitone if for any $x \in \mathbb{R}^N$ we have that

$\phi_{i,j} : \mathbb{R} \rightarrow \mathbb{R}, \quad \phi_{i,j}(t) = F_i(x + te_j)$
where \( e \) is the \( j \)th column in the identity matrix of order \( N \), is antitone whenever \( i \neq j \).

That is

\[
i \neq j, \ t_1 \leq t_2 \implies \phi_{i,j}(t_1) \geq \phi_{i,j}(t_2)
\]

**Def. 9 (M-function):** An inverse isotone and off-diagonally antitone mapping \( F : \mathcal{D} \subseteq \mathbb{R}^N \rightarrow \mathbb{R}^N \) is an M-function.

**Def. 10 (M-Matrix):** A real square matrix \( A = [a_{i,j}] \in \mathbb{R}^{N \times N} \) is called an M-matrix if \( a_{i,j} \leq 0 \) for \( i \neq j \) and \( A^{-1} \geq 0 \) (in other words \( Ax \geq 0 \implies x \geq 0 \)).

**Thm. 13 (Properties of M-Functions):** ([64] Thm. 3.6) Let \( F : \mathbb{R}^N \rightarrow \mathbb{R}^N \) be Frechet differentiable on all of \( \mathbb{R}^N \)

- If for all \( x \in \mathbb{R}^N \) the derivative \( F' \) of \( F \) is a M-matrix, then \( F \) is an M-function.

- If \( F \) is an M-function, then the derivative \( F' \) of \( F \) is a M-matrix whenever it is nonsingular.

**Def. 11 (Generalized Strictly Diagonally Dominant):** ([65] Def. 6.3 pp. 202) A matrix \( A \in \mathbb{R}^{N \times N} \) is generalized strictly diagonally dominant if there is some \( x \in \mathbb{R}^N \) such that

\[
|a_{i,i}|x_i > \sum_{j \neq i}|a_{i,j}|x_j, \quad i \in \{1, \ldots, N\}
\]

**Thm. 14 (Generalized Diagonal Dominance and M-Matrix):** ([65] Thm. 6.5 pp. 205) A matrix \( A \in \mathbb{R}^{N \times N} \) such that \( a_{i,j} \leq 0, \ j \neq i \) is a M-Matrix if and only if it is generalized strictly diagonally dominant and \( a_{i,i} \geq 0 \).

**Def. 12 (Order Coercive):** A function \( F : \mathbb{R}^N \rightarrow \mathbb{R}^N \) is order coercive if

\[
\lim_{k \to \infty} \|F(x_k)\| = \infty \text{ whenever } \lim_{k \to \infty} \|x_k\| = \infty \text{ and either } x_k \leq x_{k+1} \text{ or } x_k \geq x_{k+1}
\]
Theorem 15 (Surjectivity 1): ([64] Lemma 4.3) A continuous, inverse isotone mapping $F : \mathbb{R}^N \to \mathbb{R}^N$ is surjective if and only if

$$\{x| x = z + tv, -\infty < t < \infty\} \subset F(\mathbb{R}^N)$$

for some $z, v \in \mathbb{R}^N$ such that $v > 0$.

Theorem 16 (Surjectivity 2): ([64] Thm. 4.4) A continuous, inverse isotone mapping $F : \mathbb{R}^N \to \mathbb{R}^N$ is surjective if and only if it is order-coercive.

Theorem 17 (Surjectivity 3): ([64] Thm. 4.5) Suppose that $F : \mathbb{R}^N \to \mathbb{R}^N$ is continuously Fréchet differentiable and that, for any $x \in \mathbb{R}^N$, $F'(x)$ is non-singular and satisfies $F(x)^{-1} \geq 0$. Then $F$ is inverse isotone and surjective if and only if it is order-coercive.

Definition 13 (regular iteration function): A mapping $G : D_0 \times D_0 \subseteq \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^N$ is a regular iteration function for $F : D \subseteq \mathbb{R}^N \to \mathbb{R}^N$ on the subset $D_0 \subseteq D$ if

1. $G(x, x) = F(x)$ for all $x \in D_0$,
2. $G(\cdot, x) : D_0 \to \mathbb{R}^N$ is inverse isotone for any fixed $x \in D_0$, and
3. $G(y, \cdot) : D_0 \to \mathbb{R}^N$ is antitone for any fixed $y \in D_0$.

Theorem 18 (Iteration Function for Block Nonlinear Gauss Seidel): ([64] Thm. 6.5) Let $F : \mathbb{R}^N \to \mathbb{R}^N$ be a M-function; then the mapping $G : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^N$ defined by

$$G(y, x) = \begin{bmatrix} F_0(y_0, x_1) \\ F_1(y_0, y_1) \end{bmatrix}$$

is a regular iteration function for $F$ on $\mathbb{R}^N$. If, in addition, $F$ is continuous and onto ($\mathbb{R}^N$), then $G(\cdot, x) : \mathbb{R}^N \to \mathbb{R}^N$ is onto ($\mathbb{R}^N$) for any fixed $x \in \mathbb{R}^N$. 
Thm. 19 (Convergence of Block Nonlinear Gauss Seidel): ([64] Thm. 6.4) Let 
\( F : \mathbb{R}^N \rightarrow \mathbb{R}^N \) be continuous, inverse isotone, and onto \((\mathbb{R}^N)\). Suppose, further, that 
\( G : \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R}^N \) is a regular iteration function for \( F \) on \( \mathbb{R}^N \) with the property that \( G(\cdot, x) : \mathbb{R}^N \rightarrow \mathbb{R}^N \) is onto \((\mathbb{R}^N)\) for any fixed \( x \in \mathbb{R}^N \). Then, for any \( z \in \mathbb{R}^N \) and any initial point \( x^{(0)} \in \mathbb{R}^N \), the process 

\[
G(x^{(k+1)}, x^{(k)}) = z
\]

converges to the unique solution \( x^* \in \mathbb{R}^N \) of \( F(x) = z \).
Appendix B

Convex Analysis

Perhaps the most widely cited rigorous coverage of convex analysis is [53]. Good texts for engineers, who are likely to wish for a more pragmatic approach, include [80] and [81].

Def. 14 (convex set): ([53] pp. 10) A subset $\mathcal{A} \subseteq \mathbb{R}^N$ is convex if for all $x, y \in \mathcal{A}$ and $\lambda \in [0, 1]$ $z := \lambda x + (1 - \lambda)y$ is in $\mathcal{A}$.

Def. 15 (dom ($h$)): $\text{dom} (h)$ is the set of points $x$ in the domain of $h$ which have $h(x) < \infty$.

Def. 16 (convex function, I): [53] A function $h : \mathbb{R}^N \rightarrow \mathbb{R}$ is convex if its epigraph

$$\{(u, x) \in \mathbb{R}^{N+1} | u \geq h(x)\}$$

is a convex subset of $\mathbb{R}^{N+1}$.

Def. 17 (convex function, II): ([81] pp. 67) A function $h : \mathbb{R}^N \rightarrow (\mathbb{R} \cup \{\infty\})$ is convex if $\text{dom} h$ is a convex set and if for all $x, y \in \text{dom} (h)$ and $\lambda \in [0, 1]$ we have

$$h(\lambda x + (1 - \lambda)y) \leq \lambda h(x) + (1 - \lambda)h(y)$$

Def. 18 (Interior int): ([81] pp. 638) The interior of a set $\mathcal{A} \subseteq \mathbb{R}^N$ is the union of all open (with respect to $\mathbb{R}^N$) sets contained in $\mathcal{A}$.

Def. 19 (Boundary bd): ([81] pp. 638) The boundary of a set is the difference between its closure and its interior.

Def. 20 (Convex Conjugate): The convex conjugate of a closed convex function
h : \mathbb{R}^N \to \mathbb{R} is the function h^* : \mathbb{R}^N \to \mathbb{R} \cup \infty defined by

\[ h^*(x^*) = -\inf_{x \in \mathbb{R}^N} \{ x \cdot x^* - h(x) \} \]

**Def. 21** (Convex Function of Legendre Type): [18] We say h is a convex function of Legendre type if it is a closed convex proper function on \( \mathbb{R}^K \) with \( \text{int}(\text{dom } h) \neq \emptyset \) satisfies every one of the following conditions

1. h is differentiable on \( \text{int}(\text{dom } h) \)

2. \( \lim_{t \to 0^+} \langle \nabla h(x + t(y - x)), y - x \rangle = -\infty \) for all \( x \in \text{bd } (\text{dom } h) \) and for all \( y \in \text{int}(\text{dom } h) \).

3. h is strictly convex on \( \text{int}(\text{dom } h) \).

**Prop. 9** (Convex Conjugate Gradient Inverse): ([18] cites from [53] thm. 26.5) A convex function h is Legendre if and only if its conjugate h^* is. In this case, the gradient mapping

\[ \nabla h : \text{int}(\text{dom } (h)) \to \text{int}(\text{dom } (h^*)): x \mapsto \nabla h(x) \]

is a topological isomorphism with inverse mapping \( (\nabla)^{-1} = \nabla^* \).
Appendix C

Nonlinear Programming and the Calculus of Variations

C.1 Finite Dimensional Constrained Optimization: Nonlinear Programming

This section of the appendix collects the theory from nonlinear programming and the calculus of variations necessary for the theoretical ideas presented in this dissertation. Of particular interest will be finite dimensional optimization problems of the form

$$\min_{x \in \mathcal{C}} f(x)$$  \hfill (C.1)

where

$$\mathcal{C} := \{ x \in \mathbb{R}^N | h_i(x) = 0 \ \forall i \in \{1, \ldots, H\}, \ g_j(x) \leq 0 \ \forall j \in \{1, \ldots, G\} \}$$

and $f$, $h$, and $g$ are continuously differentiable functions from $\mathbb{R}^N$ to $\mathbb{R}$. Later, for notational convenience, we will use the vector function notation

$$h(x) := [h_1(x), \ldots, h_H(x)]^T$$

and $g(x) := [g_1(x), \ldots, g_G(x)]$.

**Def. 22 (Local Minimum):** A point $x^* \in \mathcal{C}$ is said to be a local minimum of (C.1) if there exists an $\epsilon \geq 0$ such that

$$\forall x \in \{ y \in \mathbb{R}^N | \| y - x^* \| \leq \epsilon \} \cap \mathcal{C}, \ \ f(x) \geq f(x^*)$$
Thm. 20 (Fritz John Necessary Conditions): ([54] Prop. 3.3.5, pp. 324) Let \( x^* \) be local minimum of the problem (C.1). Then there exist a scalar \( \lambda_0^* \) and multipliers \( \lambda^* := [\lambda_1^*, \ldots, \lambda_H^*] \) and \( \mu^* := [\mu_1^*, \ldots, \mu_G^*] \) with \( \lambda_0^*, \lambda^*, \mu^* \) not all equal to zero, such that

\[
\lambda_0^* \nabla_x f(x^*) + \sum_{i=1}^{H} \lambda_i^* \nabla_x h_i(x^*) + \sum_{j=1}^{G} \mu_j^* \nabla_x g_j(x^*) = 0
\]

and

\[
\mu_j^* \geq 0 \quad \forall j \in \{1, \ldots, G\}
\]

and such that for every neighborhood \( \mathcal{O}(x^*) \) of \( x^* \) there is an \( x \in \mathcal{O}(x^*) \) such that \( \lambda_i^* h_i(x) > 0 \) for all \( i \) such that \( \lambda_i^* \neq 0 \) and \( \mu_j^* g_j(x) > 0 \) for all \( j \) such that \( \mu_j^* \neq 0 \).

Def. 23 (Dual Function): The dual function to the constrained optimization problem (C.1) is the function \( d: \mathbb{R}^H \times \mathbb{R}^G \rightarrow \mathbb{R} \cup \{\pm \infty\} \) defined by

\[
d(\lambda, \mu) := \inf_{x \in \mathbb{R}^N} f(x) + \lambda \cdot h(x) + \mu \cdot g(x) \quad \text{(C.2)}
\]

The dual has the nice property that its effective domain,

\[
\text{dom } d := \{ (\lambda, \mu) | d(\lambda, \mu) > -\infty \}
\]

is convex, and furthermore that \( d \) is concave within the effective domain.

Prop. 10 (Properties of the Dual): The effective domain of of the dual function is convex, and the dual function is concave on its effective domain.

Def. 24 (Geometric Multiplier): ([54] Defn. 5.1.1, pp. 488) A vector \( (\lambda^*, \mu^*) \) is said to be a geometric multiplier for the primal problem (C.1) if \( \mu^* \geq 0 \) and

\[
\inf_{x \in \mathbb{R}^N} f(x) + \lambda^* \cdot h(x) + \mu^* \cdot g(x) = \inf_{x \in \mathcal{C}} f(x)
\]

It turns out that the dual function (C.2) is intimately related to the optimization problem (C.1).
Thm. 21 (Weak Duality Theorem): ([54] Prop. 5.1.3, 5.1.4 pp. 495) The supremum of the dual function underbounds the optimum value of the primal optimization problem (C.1).

\[
\sup_{\lambda \in \mathbb{R}^H, \mu \in [0, \infty)^q} d(\lambda, \mu) \leq \inf_{x \in C} f(x) \quad (C.3)
\]

Def. 25 (Duality Gap): If equality is attained in (C.3) we say that there is no duality gap, likewise if the inequality in (C.3) is strict, we say that there is a duality gap.

Prop. 11 (Duality Gap and Geometric Multipliers): ([54], Prop. 5.1.4 pp. 495)
If there is no duality gap, then the set of geometric multipliers is equal to the set of optimal dual solutions

\[
\left\{ (\lambda, \mu) \in \mathbb{R}^H \times [0, \infty)^q \left| \inf_{x \in \mathbb{R}^d} f(x) + \lambda \cdot h(x) + \mu \cdot g(x) = \inf_{x \in C} f(x) \right. \right\} = \\
\left\{ (\lambda, \mu) \in \mathbb{R}^H \times [0, \infty)^q \left| d(\lambda, \mu) = \sup_{(\lambda', \mu') \in \mathbb{R}^H \times [0, \infty)^q} d(\lambda', \mu') \right. \right\} \quad (C.4)
\]
and if there is a duality gap the set of geometric multipliers is empty.

C.2 Constrained Optimization w.r.t. a Function: Calculus of Variations

In this section of the appendix, we seek to generalize the results for nonlinear programming problems which involve a finite number of optimization variables to situations where we seek to minimize a functional over a family of multivariate functions which are required to satisfy a finite number of functional constraints.

We will be working with functions in a normed linear space of functions.

Def. 26 (Linear Space): (e.g. [41] pp. 5) A linear space is a set \( \mathcal{L} \) of elements for
which addition and multiplication by a real number is defined and obeys the following axioms $\forall h, g \in \mathcal{L}$ and $\forall \alpha, \beta \in \mathbb{R}$:

1. $h + g = g + h$

2. $(h + g) + z = h + (g + z)$

3. There exists $0 \in \mathcal{L}$ such that $h + 0 = h$ for any $h \in \mathcal{L}$.

4. For each $h \in \mathcal{L}$, there exists an element $-h$ such that $h + (-h) = 0$.

5. $1h = h$

6. $\alpha(\beta h) = (\alpha\beta)h$

7. $(\alpha + \beta)h = \alpha h + \beta h$

8. $\alpha(h + g) = \alpha h + \alpha g$.

**Def. 27 (Normed Linear Space):** (e.g. [41] pp. 6) A linear space $\mathcal{L}$ is said to be normed, if each element $h \in \mathcal{L}$ is assigned a nonnegative number $\|h\|$, called the norm of $h$ such that

1. $\|h\| = 0$ if and only if $h = 0$.

2. $\|\alpha h\| = |\alpha|\|h\|$. 

3. $\|h + g\| \leq \|h\| + \|g\|$.

**Def. 28 (Functional):** A functional $\mathfrak{F}$ is a map $\mathfrak{F} : \mathcal{D} \rightarrow \mathbb{R}$ which associates every member $f$ of a subset of a normed linear space $\mathcal{D} \subseteq \mathcal{L}$ with a real number $\mathfrak{F}[f] \in \mathbb{R}$.

We see then, that a functional is really only a real valued function whose domain is a space of functions. A special subset of the class of functionals are linear functionals.
Def. 29 (Linear Functional): ([41] pp. 8) A functional \( \mathcal{F} \) is said to be a (continuous) linear functional if

1. \( \mathcal{F}[\alpha f] = \alpha \mathcal{F}[f] \) for all \( \alpha \in \mathbb{R} \) and \( f \in \mathcal{D} \).

2. \( \mathcal{F}[h + g] = \mathcal{F}[h] + \mathcal{F}[g] \) for any \( h, g \in \mathcal{D} \).

3. \( \mathcal{F} \) is continuous, so that \( \forall f \in \mathcal{D} \) for any real \( \epsilon > 0 \) there exists a \( \delta > 0 \) such that

\[
\| h - f \| < \delta \implies | \mathcal{F}[h] - \mathcal{F}[g] | < \epsilon
\]

A notion which extends the idea of a derivative for a real valued function on Euclidean space to functionals on function spaces is the variation.

Def. 30 (Variation of a Functional): ([41] Sec. 3.2 pp. 11) Fix a \( h \in \mathcal{L} \) and suppose that

\[
\mathcal{F}[h + g] = \mathcal{F}[h] + \mathcal{F}[g] + \epsilon \| g \|
\]

with \( \epsilon \to 0 \) as \( g \to 0 \), and \( \mathcal{F} \) a linear functional in the second argument with the first argument fixed. Then \( \mathcal{F} \) is called the variation of \( \mathcal{F} \), and is denoted by \( \frac{\partial \mathcal{F}}{\partial h} [h; g] \).

If the variation of a function exists, so that (C.5) holds, we say that \( \mathcal{F}[h] \) is differentiable.

Def. 31 (Relative Extremum): ([41] pp. 13) We say that \( h \) is a relative extremum of \( \mathcal{F} \) if \( \mathcal{F}[h] - \mathcal{F}[g] \) does not change sign for all \( g \) in some neighborhood of \( h \).

Thm. 22 (Variation and Relative Extrema): ([41] Thm. 2, pp. 13) A necessary condition for the differentiable functional \( \mathcal{F} \) to have an extremum at \( h \) is for its variation to vanish at \( h \), that is

\[
\frac{\partial \mathcal{F}}{\partial h} [h; g] = 0 \quad \forall g
\]
Prop. 12 (Multidimensional Integral Functional): ([82] XV.3, pp. 462) When the functional takes the special form

\[ \mathcal{F}[f] := \int_\mathcal{A} J(x, f(x)) dx \]  

(C.6)  

where \( J : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R} \) is some continuously differentiable function, the variation \( \delta \mathcal{F} \) is equal to zero if and only if

\[ \nabla^2 J(x, f(x)) = 0 \quad \forall x \in \mathcal{A} \]  

In the previous theorems, we have used the notation \( \nabla^2 J(x, f(x)) \) to represent the vector of partial derivatives with respect to the dependent variables of the function \( J \) that are not being integrated over in the functional \( \mathcal{F} \), so that \( \nabla^2 J(x, y) := \nabla_y J(x, y) \). We will continue to use this notation for the remainder of this appendix.

We will also be interested in optimization of functionals with respect to functions which must satisfy some functional constraints. That is, we will be interested in problems of the form

\[ \inf_{f \in \mathcal{C}} \mathcal{J}(f) := \int_\mathcal{A} J(x, f(x)) dx \]  

(C.7)  

where the constraint set is defined as

\[ \mathcal{C} = \left\{ f \left| \mathcal{C}_i(f) := \int_\mathcal{A} C_i(x, f(x)) dx - c_i = 0 \quad \forall i \in \{1, \ldots, H\} \right. \right\} \]

Thm. 23 (Constrained Functional Extrema): ([82] XV.5, pp. 487, [41] pp. 45)  
Suppose we wish to solve (C.7) where each of the functionals is of the form (C.6), so that

\[ \mathcal{J}(f) := \int_\mathcal{A} J(x, f(x)) dx \]
and
\[ \mathcal{C}_i(f) := \int_{\mathcal{A}} C_i(x, f(x)) \, dx - c_i \quad \forall i \in \{1, \ldots, H\} \]

Then a necessary condition for a local extremum at \( f^* \) is the existence of Lagrange multipliers \( \lambda \in \mathbb{R}^H \) such that
\[ \nabla^2 J(x, f^*(x)) + \sum_{i=1}^{H} \lambda_i \nabla^2 C_i(x, f^*(x)) = 0 \quad \forall x \in \mathcal{A} \]
provided that \( f^* \) is not an extremal of any \( C_i \).

**Def. 32 (Dual of a Isoperimetric Variational Problem):** The dual function of the constrained variational optimization (C.7) is a function \( d : \mathbb{R}^H \rightarrow \mathbb{R} \cup \{-\infty, \infty\} \) defined by
\[ d(\lambda) := \inf_{f \in \mathcal{L}} J(f) + \sum_{i=1}^{H} \lambda_i \mathcal{C}_i(f) \quad \text{ (C.8)} \]

It is claimed on pp. 508 of [80] part (f) that Propositions 10 and 11 and Theorem 21 for the finite dimensional nonlinear programming case carry over to the variational case “with essentially no modification.” This motivates interest in the dual function.
Appendix D

Exponential Family Distributions and Information Geometry

This section of the appendix collects the elements of the theory of exponential family distributions and information geometry that were necessary for the theoretical ideas presented in this dissertation.

Def. 33 (k dimensional exponential family): [20] Let $F = \{F_i | i \in I\}$ be a family of distributions on a probability (i.e. measurable) space $(\mathcal{X}, \mathcal{F})$. Suppose that $F_i$ is absolutely continuous with respect to $\nu$ ($F_i \ll \nu$) for all $i \in I$. Suppose further that there exist functions $C : I \to (0, \infty)$, $R : I \to \mathbb{R}^k$, $h : \mathcal{X} \to [0, \infty)$ (Borel measurable), $T : \mathcal{X} \to \mathbb{R}^k$ (Borel measurable), such that

$$f_i(y) := \frac{dF_i}{d\mu} = C(i)h(y) \exp \left( R(i) \cdot T(y) \right)$$

Then $F$ is called a k dimensional family of distributions and $\{f_i | i \in I\}$ is called a k dimensional family of densities.

D.1 Standard Exponential Families

Def. 34 (k dimensional standard exponential family): [20] Let $\nu$ be a $\sigma$-finite measure on the Borel subsets of $\mathbb{R}^k$. Define the natural parameter space

$$\mathcal{N} := \{\theta : \int \exp(\theta \cdot x)\nu(dx) < \infty\}$$

and define the cumulant generating function aka the log partition function as

$$\psi(\theta) := \log \left( \int \exp(\theta \cdot x)\nu(dx) \right)$$
Let $\Theta \subseteq \mathcal{N}$ and for each $\theta \in \Theta$ define the probability densities

$$p_{\theta}(x) := \exp(\theta \cdot x - \psi(\theta))$$

Then the family of probability densities

$$\{p_{\theta}(x) : \theta \in \Theta\}$$

is called a $k$-dimensional standard exponential family of probability densities.

The family is called full if $\Theta = \mathcal{N}$ and the family is called regular if $\mathcal{N}$ is open, so that

$$\mathcal{N} = \text{int}\mathcal{N} := \left\{ \bigcup A | A \subseteq \mathcal{N}, A \text{ is open} \right\}$$

Prop. 13: Any $k$ dimensional exponential family can be reduced by sufficiency, reparameterization, and proper choice of $\nu$ to a $k$ dimensional standard exponential family. The sufficient statistic is $x = T(y)$ and its distributions form an exponential family with canonical parameter $\theta = R(i)$.

D.2 Minimal Standard Exponential Families

With respect to the definition of the standard exponential family, define the support of $\nu$, $\text{supp} \, \nu$ to be the minimal closed set $S \subseteq \mathbb{R}^k$ such that $\nu(S^c) = 0$. Then define the convex support of $\nu$ to be

$$\mathcal{K} = \text{clo conv supp} \, \nu$$

Then the dimension $\dim \mathcal{K}$ is defined as the dimension of the linear space spanned by the vectors $\{(v_1 - v_2) | v_1, v_2 \in \mathcal{K}\}$.

Def. 35 (Minimal Standard Exponential Family): A $k$ dimensional standard exponential family is called minimal if $\dim \mathcal{N} = \dim \mathcal{K} = k$. 
Thm. 24 (Reduction to a Minimal Standard Family): Any $k$ dimensional exponential family can be reduced by sufficiency, reparametrization, and proper choice of $\nu$ to a $m$ dimensional minimal standard exponential family for some $m \leq k$. This reduction is unique up to any (bijective) affine transformation on the parameters with a corresponding affine transformation on the sufficient statistics.

Minimal standard exponential families have the property that the map between their natural parameters and the expectation of their sufficient statistics is one to one within the relative interior of $\mathcal{N}$.

D.3 Members of the Exponential Families

In this section we show how many common parameterized densities/distributions are exponential families of distributions, and we reduce them to a minimal standard exponential family, providing the sufficient statistics and parameters. Members of the group of exponential exponential families include the normal distribution, multivariate normal distribution, exponential and gamma distributions, the beta distribution, the binomial and multinomial distributions, the geometric and negative binomial distributions, the Poisson distribution, the Log normal distribution, the Weibull distribution, any finite discrete distribution (i.e. distribution with non-zero measure only at a finite number of points), any collection of independent random variables distributed according to exponential families, sums of random variables drawn from distributions from exponential families, and linear functions of vectors drawn from standard exponential families. Some of these member’s minimal standard representations are worked out in Table D.3.
Table D.1: Some common exponential family distributions. Table entries compiled from [20, 21, 22, 23]

<table>
<thead>
<tr>
<th>distribution</th>
<th>min. suff. stat.</th>
<th>ref. measure dθ</th>
<th>supp. set</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>$[x, x^2]^T$</td>
<td>Lebesgue</td>
<td>$\mathbb{R}$</td>
</tr>
<tr>
<td>multivariate normal</td>
<td>$[x^T, [x_1x_j]_{j \geq 1}]^T$</td>
<td>Lesbegue</td>
<td>$\mathbb{R}^n$</td>
</tr>
<tr>
<td>exponential</td>
<td>$[-x]$</td>
<td>Lebesgue</td>
<td>$(0, \infty)$</td>
</tr>
<tr>
<td>beta</td>
<td>$[\log(x), \log(1 - x)]^T$</td>
<td>Lebesgue</td>
<td>$(0, 1)$</td>
</tr>
<tr>
<td>Poisson</td>
<td>$[x]$</td>
<td>counting $1/(x!)$</td>
<td>${0, 1, \ldots, }$</td>
</tr>
<tr>
<td>gamma</td>
<td>$[x, \ln(x)]^T$</td>
<td>Lebesgue</td>
<td>$(0, \infty)$</td>
</tr>
<tr>
<td>bin. (fix $N$)</td>
<td>$[x]$</td>
<td>counting $\binom{N}{x}$</td>
<td>${0, \ldots, N}$</td>
</tr>
<tr>
<td>neg. bin., geom. (fix. $\alpha$)</td>
<td>$[x]$</td>
<td>counting $\frac{\Gamma(x+\alpha)}{\Gamma(x+1)\Gamma(\alpha)}$</td>
<td>${0, 1, \ldots}$</td>
</tr>
<tr>
<td>multinom. (fix $N$)</td>
<td>$x$</td>
<td>counting $\frac{N!}{x_1!x_2!\cdots x_n!}$</td>
<td>$x_i \in {0, \ldots, N}$ and $\sum_i x_i = N$</td>
</tr>
<tr>
<td>log normal</td>
<td>$[\ln(x), \ln(x^2)]^T$</td>
<td>Lebesgue</td>
<td>$(0, \infty)$</td>
</tr>
</tbody>
</table>
One particularly important type of exponential family distribution not men-
tioned in Table D.3 are the discrete distributions which have $\Theta$ finite. For these
the sufficient statistics take the form $t : \mathbb{R} \rightarrow \mathbb{R}^{\Theta-1}$. Denote the possible values
$\Theta$ of $\theta$ by \{\(\alpha_1, \ldots, \alpha_V\}\} then the sufficient statistics are

$$t(\theta) := \begin{cases} e_j & \theta = \alpha_j, \ j \neq 1 \\ 0 & \text{otherwise} \end{cases}$$

where $e_j$ is the jth column of the identity matrix of dimension $|\Theta| - 1$. The natural
parameters $\lambda$ are then the log likelihood ratios

$$[\lambda]_i = \log \left( \frac{\mathbb{P}[\theta = \alpha_j]}{\mathbb{P}[\theta = \alpha_1]} \right)$$

which are often called the log coordinates of the pmf. Furthermore, the expectation
of the sufficient statistics are the probabilities

$$\mathbb{E} \left[ [t]_j(\theta) \right] = \mathbb{P}[\theta = \alpha_j] \quad \forall j \in \{2, \ldots, V\}$$

Another set of important standard exponential family densities are those that
are formed by considering independent standard exponential families jointly. Of
course, the pdf in this case is just the product of pdfs of the different standard
exponential families, and the joint log partition function is just the sum of the
individual log partition functions.

D.4 Natural Coordinate Systems and Legendre Transform

One of the most important characteristics of the exponential family of densities
is that of the existence of two “canonical” coordinate systems for any exponential
family. These coordinates are “dual” to each other under the Legendre transform,
and are the gradients of two important “potential” functions, the entropy and the
log partition function. This subject has been widely studied under various names and in various contexts, [83, 84] are some of the early references on the subject, [75] may be credited for collecting a lot of the important results and expounding on new ideas and applications, and [23] collects a lot of the fundamental ideas in an advanced manner (which humbles greatly the author of this dissertation). Of course, the duality between the entropy and the log partition function may be seen as a particular instance of a more abstract duality between convex functions, often called Fenchel conjugacy [53] (see Appendix B). Because of the sophistication used in [23], and the general accessibility of that report, we follow the same progression of results as presented there, and refer the reader interested in proofs to that document as well.

We begin by considering any standard exponential family distribution on a random vector \( \theta \in \Theta \subseteq \mathbb{R}^n \) with sufficient statistics \( t(\theta) \in \mathbb{R}^v \), parameters \( \lambda \), and supporting measure \( d\theta \). The log partition function \( \psi_t : K \rightarrow \mathbb{R} \cup \{\infty\} \) is defined as

\[
\psi_t(\lambda) := \log \left( \int_{\Theta} \exp \left( \lambda \cdot t(\theta) \right) \, d\theta \right)
\]

where

\[
K := \left\{ \lambda \in \mathbb{R} \mid \int_{\Theta} \exp \left( \lambda \cdot t(\theta) \right) \, d\theta < \infty \right\}
\]

**Prop. 14** (Convexity of the log partition function): The log partition function is convex and is strictly convex if the sufficient statistics are minimal.

A fact which we have used ad nauseam in this dissertation is that the gradient of the log partition function is the expectation of the sufficient statistics

\[
\nabla \psi_t = \mathbb{E}_{\exp(\lambda - \psi_t(\lambda))} [t]
\]

Furthermore, the mapping \( \lambda \) and \( \nabla \psi_t \) is one to one (and thus invertible) if and
only if the sufficient statistics are minimal.

Another key potential function is the (negative of) the Shannon entropy of the exponential family distribution written in terms of the expectations of its sufficient statistics $\eta := \mathbb{E}[t(\theta)]$, which is defined as

$$H(\eta) := \int_{\Theta} \exp \left( t(\theta) \cdot \lambda - \psi_t(\lambda) \right) (t(\theta) \cdot \lambda - \psi_t(\lambda)) \, d\theta$$

from which the nice relation drops out

$$H(\eta) = \eta \cdot \lambda - \psi_t(\lambda)$$

In fact, we have that

$$\nabla_\eta H = \lambda$$

so that $\nabla_\eta H$ and $\nabla_\lambda \psi$ furnish inverses of each other. Still even more than this is true. Let $\eta_0$ be the expectation of the sufficient statistics of the minimal standard exponential family $q_0$ and $\lambda_1$ be the natural parameters of another member of the same minimal standard exponential family. Then we have

$$H(\eta_0) + \psi(\lambda_1) = \eta_0 \cdot (\lambda_0 - \lambda_1) - \psi_t(\lambda_0) + \psi_t(\lambda_1) = D(q_0 || q_1) + \eta_0 \cdot \lambda_1$$

Which shows that

$$H(\eta_0) + \psi(\lambda_1) \geq \eta_0 \cdot \lambda_1$$

with equality if and only if $q_0 = q_1$. This is one (oversimplified) representation of the fact that $\psi(\lambda)$ and $H(\eta)$ are Fenchel (convex) conjugates of each other which suffices for the purposes of this dissertation.
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