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Abstract—This paper introduces and analyzes the permutation channel: an error free channel that takes a block of $M$ codewords as the input, and returns a random permutation of the codewords as output, where the permutation reflects the sequence of time instants at which the codewords are received. The decoding delay of a dataword is defined to be proportional to the earliest time that the dataword and all preceding datawords are recoverable from the currently held codewords. The problem is motivated by practical networking scenarios where packet reordering at the receiver may limit the performance of an application, e.g., a media stream where playback may be stalled on account of waiting for a particular frame to arrive. The key performance tradeoff is the code rate and decoding delay. Intuitively decoding delay may be reduced by spreading datawords across multiple codewords, but this redundancy lowers the code rate. We introduce a zero delay code, also known as a priority encoded transmission code, based on independent linear combinations of portions of the datawords. We generalize the latter code to non-zero delays, and formulate the rate delay tradeoff problem for large block lengths as a calculus of variations problem, which we then solve. We establish that our code is able to achieve an asymptotic code rate of $(1-\log \sqrt{\delta})^{-1}$ when subject to a delay bound of $\delta$. Finally, we note that the permutation channel is a particular instance of the degraded broadcast channel, where receivers correspond to information available at the codeword reception instants, establishing the rate optimality of the codes introduced.

I. INTRODUCTION

This paper addresses the problem of how to encode an ordered sequence of datawords into codewords when the sequence of codewords arrive in permuted order at the receiver, with a channel that additionally provides the location of each received dataword within the original sequence. The model presumes that each dataword can only be “decoded” at the receiver once each of the preceding datawords in the sequence has been received. The channel introduces no errors and as such there is no need for channel coding in the conventional sense. Instead of coding for channel errors, we add redundancy to reduce the decoding “delay”. In a sense the problem domain shares some similarities with that of network coding [1], where there too channels are assumed to be error free (at least in the original formulation), and the objective is to maximize throughput by appropriate combination of packets. Perhaps more compelling, however, is the fact that the permutation channel is in fact a particular instance of the degraded broadcast channel [2], [3], as we discuss in Section V. The capacity region of this degraded broadcast channel yields timesharing as a capacity achieving strategy, which translates to the use of unequal error protection codes for the data corresponding to different time instants. Indeed, the codes we propose may be considered as instances of priority encoded transmission [4] codes, with different source datawords associated with different priorities. These codes have been shown to achieve points on the capacity region [5] of the above mentioned broadcast channel.

Example. To solidify the discussion, consider the simplest possible case of two datawords, $W_1$ and $W_2$; see Figure 1. These datawords are encoded into codewords $(X_1, X_2) = f(W_1, W_2)$. The permutation channel selects at random either $Y = (X_1, X_2)$ or $Y = (X_2, X_1)$, where the sequence indicates the order in which the receiver obtains the codewords. Let time be slotted on the codeword arrival times; thus $Y_1$ arrives at time 1 and $Y_2$ arrives at time 2. The presumption is that the receiver can only decode dataword $W_2$ once datawords $W_1$ and $W_2$ have been received. The objective is to design the encoder so that the “delay” in decoding both $W_1, W_2$ is minimized. Each dataword has a decoding deadline, for simplicity we say $W_1$ is due at time 1 and $W_2$ is due at time 2; there is no benefit for early arrivals. The (random) dataword delay is then defined as the (normalized) positive difference between its decoding time and its deadline. Consider three obvious coding strategies. First, the identity map yields $X_1 = W_1$ and $X_2 = W_2$, which means the dataword delays are both zero if $Y = (X_1, X_2)$ but the delay for $W_1$ is 1 if $Y = (X_2, X_1)$ since $W_1$ can first be decoded at time 2. Second, a trivial zero delay encoding is to set $X_1 = X_2 = (W_1, W_2)$, but this incurs a cost in the rate of the code; the rate of this code is $1/2$ whereas the rate of the identity code is 1. A third scheme is to set
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Motivation and Related Work. This paper studies the rate delay tradeoff for a block of $M$ datawords that are encoded and sent over the permutation channel. The model and the performance metrics of rate and delay are formally introduced in Section II. One motivation for this model is an application layer view of a wired network employing multiple routes from source to destination, where the application packets (codewords) are, say, encoded from a block of frames (datawords) in a video stream. The various packets become randomly reordered on account of the different routes they travel and the corresponding fluctuations in the queueing and processing delays at the nodes along these routes. Practical transport layer algorithms include the location (identities) of the received packets within the original transmitted sequence, motivating the availability of this information in our model. At the receiver, the media client must play the frames in order, and as such a frame is only “decoded” once it and all preceding frames have arrived. It is this requirement of successive decoding, as opposed to a block based decoding framework which distinguishes our approach from a classic end to end efficient erasure correcting code [6] (e.g. LDPC or RS) approach to the coding for network transmission problem. Rather, the code developed here, which can be considered a special case of priority encoded transmission [4], [5] codes, simply time shares different efficient (maximum distance separable MDS) erasure codes. Apart from a modestly different mathematical formulation and a different practical purpose, the most significant innovation we provide over existing PET work is a calculation of both the finite and asymptotic rate delay tradeoffs and a firmer and simpler connection with degraded broadcast channels. Apart from some qualitative and conceptual similarities, [7] is for a different cascaded binary erasure channel and thus a different problem. Additional applications to networks employing network coding to achieve multicast capacity are described in the conclusion.

Summary of results. Our first result, Lemma 1, identifies the average decoding delay in the absence of coding, i.e., under the identity code. The result is important in establishing the delay under a rate 1 code, which is therefore an upper bound on delay for codes that sacrifice rate to reduce delay. Next, we introduce a superior zero delay code based on taking independent linear combinations of the portions of the datawords (modulo the field size $q$), which amounts to designing maximum distance separable linear codes, and establish the rate to be $(1+1/2+\ldots+1/M)^{-1}$. We then generalize this code to handle arbitrary delay constraints, and formulate the rate delay tradeoff for this family of codes as a particular integer optimization problem (Lemma 2). For large $M$ we show this optimization problem becomes a calculus of variations problem, and our Theorem 1 solves this problem. We show that the asymptotic rate delay tradeoff to be that a rate of $R = (1 - \log \sqrt{\delta})^{-1}$ is achievable using our proposed code under a (normalized) delay constraint of $\delta \in [0, 1]$. Finally, we formally establish the permutation channel as a particular instance of the degraded broadcast channel.
Outline. The rest of this paper is as follows. Section II defines the permutation channel and the performance metrics rate and delay. The tradeoff between rate and delay is found in Section III, and an asymptotic tradeoff (in the block length) is presented in Section IV. In Section V we describe the permutation channel as a specific instance of the degraded broadcast channel; Section VI concludes the paper.

II. THE PERMUTATION CHANNEL

Datawords. The block length, \( M \), denotes both the number of distinct datawords and codewords in a block. The ordered sequence of datawords comprising a block, called a datablock, is denoted \( W = (W_1, \dotsc, W_M) \). Each dataword is in turn an ordered sequence of \( K \) symbols, \( W_m = (W_m(1), \dotsc, W_m(K)), \ m = 1, \dotsc, M \), where each symbol \( W_m(k) \) is an element of \( \text{GF}(q) \). We discuss the choice of appropriate \( q \) in the sequel. Note that each datablock consists of \( MK \) symbols. The datablock is assumed to be the output of a source coding, and therefore incompressible.

Encoder. The ordered sequence of codewords, \( X = (X_1, \dotsc, X_M) \), called a codeblock, is obtained by passing the datablock into the encoder \( X = f(W) \). Codewords also consist of an ordered sequence of symbols from \( \text{GF}(q) \), each of length \( L \). We say a code is non-degenerate provided \( W \) may be recovered from \( X \).

Definition 1: Encoding rate. The encoding rate, \( r \), of an encoder \( f \) is defined to be the ratio of the symbol length of the datablock over the symbol length of the codeblock, \( r = MK/ML = K/L \).

Note that non-degeneracy requires \( r \leq 1 \). Moreover, the encoding rate is independent of \( q \) since the bit-string length of both the datablock and the codeblock is the corresponding symbol length times \( \lceil \log_2(q) \rceil \).

Permutation channel. The codeblock, \( X \), is sent over the permutation channel and a permutation \( Y = \pi(X) \) is received. In particular, the received codeblock, \( Y = (Y_1, \dotsc, Y_M) \), represents the sequence of codewords in order of their arrival at the receiver. Time is slotted on a codeword arrival times so that received codeword \( Y_m \) is said arrive at time \( m \). It is important to emphasize that in our model the codewords comprising the codeblock are reordered by the channel, but the sequence of symbols comprising each codeword is not disturbed. In the example of media frames placed in packets on multiple paths given in the introduction, this assumption models the fact that packets are reordered by the channel, while bits in a packet are not. The general permutation channel is characterized by a probability mass function \( p = (p(\pi), \pi \in \Pi) \), where \( p(\pi) \) is the probability of permutation \( \pi \), and \( \Pi \) is the set of all possible \( M! \) permutations of the codeblock. The uniform permutation channel assumes all permutations are equally likely, i.e., \( p(\pi) = 1/M! \), \( \pi \in \Pi \). Aside from the trivial identity code, all the codes in this paper have deterministic delay, and are therefore insensitive to the channel distribution. In analyzing the identity code we assume the uniform permutation channel.

Decoder. Decoding in the conventional sense is trivial due to the fact that there are no errors introduced by the channel; as such the only relevant performance measure is the decoding delay for each datavord. Each datavord has an associated soft deadline; soft meaning that a penalty is incurred for a decoding delay beyond the deadline, but the datavord is still of use to the receiver. For simplicity we assume the deadline for datavord \( W_m \) is time \( m \). Define the sequence of random decoding times for \( m = 1, \dotsc, M \)

\[
T_m = \inf \left\{ k : (W_1, \dotsc, W_m) \text{ is recoverable from } (Y_1, \dotsc, Y_k) \right\}
\]

reflecting our modeling assumption that datavord \( W_m \) is first decodable once \( W_1, \dotsc, W_m \) are recoverable from the currently held codewords. In the example of media frames this reflects the idea that a frame is only of use to the application when all preceding frames are also available. Note that \( T_m \leq M \) for each \( m = 1, \dotsc, M \) for all non-degenerate codes.

Definition 2: Decoding delay. The decoding delay for datavord \( m \) is defined to be the random variable \( D_m = \frac{2}{\pi} (T_m - m)^+ \) (N.B., \( (x)^+ = \max\{x, 0\} \)). The expected average delay is defined to be

\[
d(M) = \mathbb{E} \left[ \frac{1}{M} \sum_{m=1}^{M} D_m \right],
\]

where the expectation is taken with respect to the uniform probability distribution on the set of possible permutations of the codeblock.

The \( \{D_m\} \) are in general neither independent nor identically distributed. Setting the decoding delay to be proportional to \( (T_m - m)^+ \) captures the idea that there is no gain for decoding the datavord before its deadline. Again using the example of media frames, this assumption reflects the fact that the playback quality of a media stream is independent of precisely when the frames arrive, provided they arrive in time for playback. The delay is normalized by \( 2/M \) for reasons that will be evident in the sequel.

The subject of this paper is the rate delay tradeoff for a class of codes defined in the next section.
III. RATE DELAY TRADEOFF

A. Identity code

One extreme of the rate delay tradeoff is to simply employ the identity code, $X = W$. This code trivially has rate $r = 1$. Lemma 1 identifies the expected average delay under this code.

**Lemma 1:** The expected average delay of the identity code on the uniform permutation channel is

$$d(M) = \frac{(M + 1)(M + 2 - 2H(M + 1))}{M^2},$$

where $H(k)$ is the Harmonic number: $H(k) = 1 + \frac{1}{2} + \cdots + \frac{1}{k}$.

The proof is found in the Appendix. Note that $d(M)$ is monotone concave increasing in $M$ and that $\lim_{M \to \infty} d(M) = 1$. As we will discuss shortly, we can reduce the delay at the expense of reducing the rate. The motivation for normalizing the delay by $\frac{1}{2}$ is therefore assumed to be performed component-wise, and the resulting $Z_k^m \in GF(q)$ is a scalar, while $W_m^{(1,m)} \in GF(q)^{K/m}$ is a substring of $K/m$ symbols. The multiplication of the scalar by the string is therefore assumed to be performed component-wise, and the resulting $Z_k^m \in GF(q)^{K/m}$ is itself a substring of $K/m$ symbols.

**Zero delay and dataword recovery.** This code will achieve zero delay provided the requirement is met that each subset of $m$ rows of $C^{(M,m)}$ are linearly independent. To see this, suppose the receiver at time $m$ is in possession of an arbitrary subset of $m$ codewords with indices $k_1, \ldots, k_m$. Then dataword $W_m$ may be recovered from these $m$ codewords since the corresponding coefficient sub-matrix is invertible.

$$W_m = \begin{bmatrix} W_m^{(1,m)} \\ \vdots \\ W_m^{(m,m)} \end{bmatrix} = \begin{bmatrix} C_{k_1}^{(M,m)} \\ \vdots \\ C_{k_m}^{(M,m)} \end{bmatrix}^{-1} \begin{bmatrix} Z_k^{m_1} \\ \vdots \\ Z_k^{m_m} \end{bmatrix}.$$

The received packets include their encoding vectors, but the associated rate loss is neglected since it can be made arbitrarily small by choosing a sufficiently large $q$.

**Rate.** The rate of the code is

$$r = \frac{MK}{MK \sum_{m=1}^{M} \frac{1}{m}} = \left( \sum_{m=1}^{M} \frac{1}{m} \right)^{-1} = H(M)^{-1}. \quad (7)$$

Note that the asymptotic rate of the code is zero.

**Selection of $q$.** The field size, $q$, must be sufficiently large to permit the coefficient matrices to each have the above linear independence property, that is $q$ must be large enough to guarantee existence of MDS separable linear codes of the given rate. Define $C (C^{(M,m)})$ as the set of all $m \times m$ matrices obtained by selecting each of
the possible \( \binom{M}{m} \) combinations of rows from the \( M \times m \) matrix \( C^{(M,m)} \). Define
\[
q(M) = \inf \left\{ q : \exists C^{(M,m)} \in GF(q)^{M \times m} \text{ s.t. } \right. \\
\text{rank}(A) = m, \ A \in C \left( C^{(M,m)} \right) \left. \right\}
\]
as the smallest field size such that there exists a matrix \( C^{(M,m)} \) with the property that each square sub-matrix has full rank, for each \( m = 1, \ldots, M \). The reader familiar with network coding will recall a similar rank requirement in that context, where the rank requirement is satisfied with probability \( 1 - O(q^{-1}) \) when the rows of the matrix are chosen in an appropriate random manner \[8\].

C. General delay independent linear combination code

The independent linear combination code of the previous sub-section achieves zero delay by ensuring that dataword \( W_m \) is divided into \( m \) parts, \( W_m = [W_m^{(1,m)}| \cdots |W_m^{(m,m)}] \), and thereby achieves a rate of \( H(M)^{-1} \). We can increase the rate of the code by relaxing the zero delay requirement; this is achieved by dividing \( W_m \) into \( m' > m \) parts. Let the vector \( m = (m_1, \ldots, m_M) \) have elements \( m_k \) indicating the number of components into which we divide dataword \( W_k \). Then the rate and delay of the corresponding independent linear combination code are
\[
r(m_1, \ldots, m_M) = \left( \sum_{k=1}^{M} \frac{1}{m_k} \right)^{-1} \quad \text{and} \quad \quad d(m_1, \ldots, m_M) = \frac{1}{M} \sum_{k=1}^{M} \frac{2}{M} \left( \max_{j \leq k} m_j - k \right). \quad (8)
\]

Note that the delay expression employs the fact that the time at which dataword \( W_k \) may be decoded, \( T_k \), is in fact deterministic, and is given by \( T_k = \max_{j \leq k} m_j \). The feasible set are all tuples \( m \in \{1, \ldots, M\}^M \). We are interested in determining the maximum achievable rate \( r^* \) with a delay of at most \( \delta \). The maximization and non-negativity of the delay function make clear that the feasible set may thus be reduced to
\[
\mathcal{R} = \left\{ \left( \begin{array}{c} m_1 \\ \vdots \\ m_M \end{array} \right) \mid \begin{array}{c} 1 \leq m_1 \leq \cdots \leq m_M \leq M, \\ m_k \in \{k, \ldots, M\}, \\ k = 1, \ldots, M \end{array} \right\}
\]

Combining these observations yields the following Lemma.

**Lemma 2:** The maximum rate independent linear combination code with a decoding delay of at most \( \delta \) is the solution of the following integer optimization problem:
\[
\max_{m \in \mathcal{R} \cap \mathcal{W}_\delta} \left( \frac{\sum_{k=1}^{M} \frac{1}{m_k}}{\delta} \right)^{-1} \quad (10)
\]

Fig. 2. Rate delay tradeoff for \( M = 2, 3, 4, 5, 6, 7, 8, 9 \) and \( M = \infty \). The asymptotic delay is \( D^*_\delta = \exp \{2 (1 - \frac{1}{\delta}) \} \).

where
\[
\mathcal{W}_\delta := \left\{ \left( \begin{array}{c} m_1 \\ \vdots \\ m_M \end{array} \right) \mid \frac{1}{M} \sum_{k=1}^{M} 2 \left( \max_{j \leq k} m_j - k \right)^+ \leq \delta \right\}
\]

In the following section we identify the asymptotic solution of the above optimization problem as \( M \to \infty \).

IV. ASYMPTOTIC RATE DELAY TRADEOFF

For \( M \) large we are able to solve the integer optimization problem in (10) by solving a related calculus of variations problem. It is convenient to introduce the change of variables from \( m \) to \( x \) with \( x_k = \frac{m_k}{M} \). As \( M \to \infty \) the vector \( m/M \) approximates the function \( x = \{x(t), 0 \leq t \leq 1\} \) with domain and range of \([0,1]\). Moreover, the summations in the definition of the rate and delay in (8) become the following integrals:
\[
r(x) = \left( \sum_{k=1}^{M} \frac{1}{x_k} \right)^{-1} \rightarrow \quad R(x) = \left( \int_{0}^{1} \frac{1}{x(t)} dt \right)^{-1},
\]
\[
d(x) = 2 \sum_{k=1}^{M} \frac{1}{M} \left( \max_{j \leq k} x_j - k \right)^+ \quad \rightarrow \quad D(x) = 2 \int_{0}^{1} \left( \sup_{0 \leq s \leq t} x(s) - t \right)^+ dt
\]

where the sums are written in a form suggesting the Riemann integral approximation for large \( M \). Let \( C \) be the space of continuously differentiable functions \( x(t) \) defined on \([0,1]\) taking values in \([0,1]\). The integer
Fig. 3. The permutation channel is a special case of an $M$-receiver degraded broadcast channel. The “receivers” are the cumulative set of available codewords at each of the codeword reception times.

Program in (10) asymptotically becomes the calculus of variations problem:

$$
\max_{x \in \mathcal{C}} \left\{ R(x) \mid D(x) \leq \delta \right\}. \quad (12)
$$

**Theorem 1:** The solution of (12) is

$$
x^*(t) = \begin{cases} 
\sqrt{\delta}, & 0 \leq t \leq \sqrt{\delta} \\
t, & \sqrt{\delta} < t \leq 1
\end{cases}. \quad (13)
$$

The associated maximum rate is

$$
R^*_\delta = R(x^*) = \left(1 - \log \sqrt{\delta}\right)^{-1}. \quad (14)
$$

The proof employs the Euler–Lagrange equation to identify the optimal $x^*$. The function $R^*_\delta$ gives the optimal rate as a function of the maximum permissible delay, $D \leq \delta$. Equivalently, we can solve for $D^*_\rho$, the minimum delay obtainable for a rate $R \geq \rho$ as

$$
D^*_\rho = \exp\left\{ 2 \left(1 - \frac{1}{\rho}\right) \right\}. \quad (15)
$$

Note that the optimal function $x^*$ implies that the asymptotic optimal independent linear combination code incurs the steepest delay costs for early datawords, and that zero delay is incurred for datawords of index exceeding $\sqrt{\delta}M$.

In Figure 2, left, we show the rate delay tradeoff for $M = 2, 3, 4, 5, 6, 7, 8, 9$ and $M = \infty$. The plot illustrates that the asymptotic tradeoff from Theorem 1 is quite accurate even for moderate values of $M$.

V. CONNECTION WITH THE DEGRADED BROADCAST CHANNEL

Define $Y_m$ as the collection of codewords received by time $m$; thus $Y_m = ([X_{\pi(1)}, \pi(1)], \ldots, [X_{\pi(m)}, \pi(m)])$. The sequence $(Y_M, Y_{M-1}, \ldots, Y_2, Y_1)$ is a Markov chain with transition probabilities

$$
P\left(Y_{m-1} = (y_1, \ldots, y_{m-1}) \mid y_k \right| Y_m = (y_1, \ldots, y_m)\right) = \frac{1}{m}, \quad k = 1, \ldots, m.
$$

That is, when viewing the cumulative codeword reception process in reverse time at each time step one codeword is lost, selected uniformly at random. Viewing each time step $1, \ldots, M$ as a receiver, the permutation channel is seen as a special case of the degraded broadcast channel [2], [3]; see Figure 3. Note that the branches leaving the right side of the permutation channel are the information available to each of the $M$ receivers (i.e., at each of the $M$ time slots), whereas the branches leaving the right side of the permutation channel in Figure 1 are the two possible realizations of the channel. The definition of the broadcast channel distinguishes information meant for individual receivers and common information meant for a subset of the receivers. In the permutation channel we see that $W_1$ is common to all receivers, $W_2$ is common to receivers 2, $\ldots$, $M$, and in general $W_m$ is common information to receivers $m, \ldots, M$. The capacity region results for the degraded broadcast channel can thus be applied to the particular form of the permutation channel. The next example gives the case for $M = 2$, demonstrating that the codes we have designed are rate optimal.

**Example.** To illustrate the fertile ground provided by this broadcast channel interpretation, we provide an example showing that our $M = 2$ zero delay codes achieve a point on the boundary of the corresponding degraded broadcast channel capacity region. The capacity region of rates $R_1$ to $Y_1$ and $R_2$ to $Y_2$ in units of bits per channel use on the corresponding degraded broadcast channel is the closure of the convex hull of the region $R_1 \leq I(U_1; Y_1)$, $R_2 \leq I(U_2; Y_2 | U_1)$ over all $U_1, U_2$ obeying $U_1 \rightarrow U_2 \rightarrow Y_2 \rightarrow Y_1$. We will choose the specific case when $Y_2$ is two bits $Y_2 = (Y_{2,1}, Y_{2,2})$. $U_1$ and $U_2$ may then be selected to be two bit random variables. The capacity region of this degraded broadcast channel is shown in Figure 4, Right, along with the rates of two zero delay codes. Surprisingly, the independent linear combination code is rate optimal, even though it only requires a block length of one permutation degraded.
A significant open question is to answer these questions to obtain higher throughput (from network coding) but the design of hybrid delay–throughput codes that seek sufficiently small delay for different portions of the original information channel: if a block of network coded packets are received, then delay sensitive applications may be only decodable at the receiver when the entire block is received, and independent linear combination zero delay codes are rate optimal, despite the fact that they only require a block length of one complete permutation broadcast channel use.

broadcast channel use. The codes we have specified are rate optimal for the uniform permutation channel because they time share efficient (MDS) erasure codes for the different time instants. These codes have the same properties for $M > 2$, and the rate delay tradeoff selects different points (other than the all rates equal) on the boundary of the corresponding degraded broadcast channel capacity region. Thus, the rate delay tradeoff provided may be interpreted as a programming problem on the capacity region of this broadcast channel.

VI. CONCLUSION AND EXTENSIONS

We have introduced the permutation channel and discussed the performance of the independent linear combination (time shared MDS) code, both for finite and infinite block lengths. There are several open questions and extensions of these results that merit investigation. One extension [9], [10] of these results pursues the connection between network coding and the permutation channel: if a block of network coded packets are only decodable at the receiver when the entire block is received, then delay sensitive applications may be required to trade throughput to ensure the decoding delay (measured in number of received encoding packets) is sufficiently small for different portions of the original block. The permutation channel formulation may guide the design of hybrid delay–throughput codes that seek to obtain higher throughput (from network coding) but with minimal effect on delay (from permutation coding). A significant open question is to answer these questions for general permutation channels, i.e., with arbitrary distribution $\mathbf{p} = (p(\pi), \pi \in \Omega)$, instead of the assumed uniform distribution. Our proposed codes are designed to achieve a specified deterministic delay, and are therefore insensitive to the channel distribution, but a more efficient rate may be achieved if the delay requirement is relaxed to an expectation. This scenario is of particular practical interest as packet reordering in most networks is not uniformly likely over all orderings.

APPENDIX

PROOF OF LEMMA 1

The decoding delay for each dataword when the identity code is used on the uniform permutation channel may be written as

$$T_m = \inf\{k : (X_1, \ldots, X_m) \subseteq (Y_1, \ldots, Y_k)\} \quad (16)$$

for $m = 1, \ldots, M$. Thus $T_m$ is the first time that the first $m$ datawords of the datablock are available at the receiver. Note that $\mathbb{P}(T_1 = k) = \frac{1}{M}$ for $k = 1, \ldots, M$, and thus $\mathbb{P}(T_1 \leq k) = \frac{k}{M}$, again for $k = 1, \ldots, M$.

More generally,

$$\mathbb{P}(T_m = k) = \frac{P(m, m)P(M - m, k - m)}{P(M, k)} \left(\frac{k-1}{m-1}\right) \quad (17)$$

for $k = m, \ldots, M$. Here $P(k, m)$ is the number of permutations of $k$ objects into $m$ slots ($m \leq k$). Consider the event $\{T_m = k\}$. Label each time slot $l = 1, \ldots, k$ as good if $Y_l \in (X_1, \ldots, X_m)$, and bad else. There are $m$ good times slots over the first $k$ time slots and necessarily $Y_k$ is good. The first term $P(m, m)$ accounts for all equally possible ordering of the good slots. The last slot is necessarily a good slot, but the other $m - 1$ good slots are selected at random from the available $k-1$ slots; thus the $\binom{k-1}{m-1}$ accounts for the selection of the remaining $m-1$ good slots from among the remaining $k-1$ slots. The term $P(M - m, k - m)$ accounts for all possible orderings of the $M - m$ bad values among the bad slots $k - m$. Finally, the denominator $P(M, k)$ gives the number of possible orderings of the $M$ possible values over the $k$ slots. Note $T_m \geq m$ under the identity code, and thus the expected delay is

$$d(M) = \mathbb{E} \left[ \frac{1}{M} \sum_{m=1}^{M} D_m \right] \quad (18)$$

$$= \frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \frac{2}{M} (T_m - m)^+ \right] \quad (19)$$

$$= \frac{2}{M^2} \sum_{m=1}^{M} \sum_{k=m}^{M} (k - m) \mathbb{P}(T_m = k). \quad (20)$$
Substituting (17) into (18) yields
\[ d(M) = \frac{2}{M^2} \sum_{m=1}^{M} \sum_{k=m}^{M} (k-m)n(m-1)(M-m)!/(k-m)!M! = \frac{2}{M^2} \sum_{m=1}^{M} \frac{m(M-m)}{m+1} = (M+1)(M+2-2H(M+1))/M^2. \]

**Proof of Theorem 1**

Just as we restricted the feasible set of (10) from \{1, \ldots, M\}^M to \mathbb{R}, we first restrict the feasible set of (12). Define \( D = \{ x : x \in C, x'(t) \geq 0, \ t \in [0, 1] \} \) as the set of continuous functions with non-negative slope; this is analogous to the restriction of \{1, \ldots, M\}^M to tuples satisfying 1 \leq m_1 \leq \cdots \leq m_M \leq M. Let \( x^* \) be an extremum of (12) over the set \( C \). Claim: \( x^* \in D \).

Proof: suppose \( x^* \in C \setminus D \). Let \( \{(s_1, t_1), \ldots, (s_L, t_L)\} \) denote the set of intervals for which \( x^*(t) < 0 \). For each interval \( (s_i, t_i) \) define \( \tau_i = \inf\{ t : x^*(t) \geq x^*(s_i) \} \), setting \( \tau_i = 1 \) if no such \( t \) exists. Form the function \( \tilde{x} \) by setting \( \tilde{x}(t) = x(s_i) \) for \( t \in [s_i, \tau_i] \), otherwise set \( \tilde{x}(t) = x(t) \). Note that \( D(x^*) = D(\tilde{x}) \), and \( R(x^*)^{-1} > R(\tilde{x})^{-1} \). This contradicts the claim that an optimal \( x^* \in C \setminus D \).

Define \( E = \{ x : x \in C, x(t) \geq t, t \in [0, 1] \} \) as the set of continuous functions not falling below the line \( x = t \); this is analogous to the restriction of \{1, \ldots, M\}^M to tuples satisfying \( m_k \geq k \). Let \( x^* \) be an extremum of (12) over the set \( C \). Claim: \( x^* \in E \). Proof: suppose \( x^* \in C \setminus E \). Form the function \( \tilde{x} \) as \( \tilde{x}(t) = x^*(t) \vee t \). Note that \( D(x^*) = D(\tilde{x}) \), and \( R(x^*)^{-1} > R(\tilde{x})^{-1} \). This contradicts the claim that an optimal \( x^* \in C \setminus E \).

It follows that \( x^* \in C \cap D \cap E \); within this restricted set the delay function may be simplified to
\[ D(x) = 2 \int_0^1 (x(t) - t) dt, \ x \in C \cap D \cap E. \] (21)

Inverting the objective function to minimize the inverse rate, we combine the above observations to transform (12) into the following:
\[ \min_{x \in E} \left\{ \int_0^1 \frac{1}{x(t)} dt \bigg| \int_0^1 (x(t) - t) dt = \frac{\delta}{2}, \ x(t) \geq t, \ x'(t) \geq 0, \ t \in [0, 1] \right\}. \] (22)

Form the Lagrangian with Lagrange multipliers \( \lambda, \mu = \{\mu(t)\} \), and \( \nu = \{\nu(t)\} \):
\[ \mathcal{L} = \int_0^1 \frac{1}{x(t)} dt + \lambda \left( \int_0^1 (x(t) - t) dt - \frac{\delta}{2} \right) + \int_0^1 \mu(t)(x(t) - t) dt + \int_0^1 \nu(t)x'(t) dt. \]

The Euler-Lagrange equation giving a necessary condition for \( x \) to be an extremum of this functional is
\[ \frac{1}{x(t)^2} + \lambda + \mu(t)1_{x(t)=t} = \nu'(t)1_{x'(t)=0} \iff x(t) = (\lambda + \mu(t)1_{x(t)=t} - \nu'(t)1_{x'(t)=0})^{-\frac{1}{2}}. \]

Note that \( x(t) \) only depends upon \( t \) if either \( x(t) = t \) or \( x'(t) = 0 \). But this specifies \( x(t) \) to be either \( t \) or a constant respectively. Otherwise, \( x(t) \) is a constant. Given that \( x \in C \cap D \cap E \) we conclude that
\[ x^*(t) = \begin{cases} c, & 0 \leq t \leq c \\ t, & c < t \leq 1 \end{cases}. \] (23)

for a \( c \) that may be computed through the delay constraint:
\[ \int_0^c (c - t) dt = \frac{\delta}{2} \iff c = \sqrt{\delta}, \ c \in [0, 1]. \] (24)

Using the optimal \( x^* \) the associated maximum rate is
\[ R(x^*) = \left( \int_0^{\sqrt{\delta}} \frac{1}{\sqrt{\delta}} dt + \int_{\sqrt{\delta}}^1 \frac{1}{t} dt \right)^{-1} = \frac{1}{1 - \log \sqrt{\delta}}. \]
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